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Abstract—In recent years, Non-orthogonal Multiple Access
(NOMA) has been proposed as an alternative to the more tra-
ditional Orthogonal Multiple Access (OMA) schemes for mobile
communication. In the NOMA method, the resource domains
(like power and bandwidth) are not split but shared between
the users of the network. The non-orthogonality means that
there is cross-talk between the signals of different users, and the
interference is either cancelled by a method called successive
interference cancellation (SIC) or treated as part of the noise.

Comparing the achievable capacity region of OMA and
NOMA schemes show that NOMA has advantage over OMA. The
SIC method requires knowledge of the channel characteristic
between the base station and the user. In the ideal case where
all the channel conditions are precisely known, NOMA always
performs better than or equal to OMA. In real application, the
channel characteristic can only be estimated, which can be non-
perfect.

In this paper, we will examine the effect of non-perfect channel
estimation on the performance of NOMA and will find that in
some cases, NOMA still perform better than OMA, but in other
cases OMA would perform better.

Index Terms—Non-Orthogonal Multiple Access (NOMA),
achievable capacity region, non-perfect channel estimation

I. INTRODUCTION

In recent years, there has been increased discussion of
NOMA (Non-orthogonal Multiple Access) as a better choice
for multi-user communication in comparison to Orthogonal
Multiple Access (OMA) schemes [1]-[4]. The basic working
principle of NOMA is superposition coding (SC) and succes-
sive interference cancellation (SIC). In the case of downlink
communication, the base station transmits the superposition
of all the signals of all the active users. In the case of uplink
communication, all the active users transmit at the same time,
and the superposition of these signals is received by the base
station.

The receiver, applying SIC, decodes the strongest signal
from the superposition first, even when that signal was not
meant to be for them. It then re-modulates the decoded signal,
applies the known or rather estimated channel condition of that
signal, and subtracts it (which is the interference now for the
rest of the signals) from the received signals. It then repeats
the process until it reaches the signal of interest for them.

It is well-established that in ideal conditions, NOMA per-
forms at least equally, and in most cases better, in some
cases much better than a competing OMA schemes, such as
Frequency Division Multiplexing Multiply Access (FDMA).

Submitted on 2024.11.22

Zoltdn Belsé and Ldszlé Pap, Department of Networked Systems and

Services, Budapest University of Technology and Economics, Budapest,
Hungary (E-mail: {belso,pap}@hit.bme.hu)

DOI: 10.36244/1CJ.2025.1.1

By ideal conditions, we mean only additive white Gaussian
noise (AWGN) is present in the channel, and the channel
condition (both the phase shift and attenuation) is estimated
perfectly for all signals.

Many papers discuss the problem of estimating the receiving
channel [5]-[7] in both OMA and NOMA cases. In [8], the
authors examine the effect of imperfect channel state infor-
mation (CSI) due to hardware impairments in a cooperative
uplink NOMA environment, focusing on sum rate as a metric.
The paper [9] discusses the impact of imperfect SIC due to
mismatched cancellation order.

In this paper, we discuss the effect of imperfect channel
estimation on the effectiveness of SIC, considering that some
part of the stronger signal remains as interference after re-
modulation and subtraction. Our main metric for the two-user
scenario is the achievable capacity region. For the many-user
scenario, this metric becomes impractical, so we use the sum
of the achievable rates as a metric.

There are two cases we have to discuss: One is downlink
communication, where a single base station communicates
with several users. The users must share both the bandwidth
and the power budget available to the base station. The
other is uplink communication, where several users try to
communicate with a single base station. The bandwidth is also
shared in this case, but every user has its own power budget
independent of the others.

In the first part of the paper, we are considering a two-
user and a base station scenario, and we share the resources
between these two users. For each user, we can calculate
the capacity of the channel given the bandwidth and power
allocated. The capacity of a band-limited channel with a given
signal power level (P), bandwidth (W), and noise power
spectral density (Np) [10]:

C:W-log2<1+ ):W~log2(1+SNR) @)

No-W
where the noise power in the band is N = Ny - W and
SNR is the signal-to-noise ratio (SNR = % = N(fW).

Since the resources have to be allocated between the users,
allocating more to one of the users (to increase the capacity
of its channel) mean there remains less for the other user,
hence its channel capacity will decrease. That means there is
a region of achievable capacity for the two users.

In all of this cases, we will discuss how this region is chang-
ing when the successive interference cancellation (SIC) cannot
be performed perfectly due to imperfect channel estimation.
This means that some e portion of the cancelled signal remains
and considered as part of the noise while decoding the second
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Fig. 1: Downlink OMA (FDMA) capacity region: userl rate versus user2 rate for different SNR conditions. The thin lines are
for fixed values of « ranging from 0.1 to 0.9 (from left to right) [11].

user’s signal. As we will see, the effect depends not only on
the extent to which the interfering signal remains, but also on
what is the ratio of signal powers between the users.

After discussing the two-user case for both uplink and
downlink, we extend our analysis by examining the sensitivity
of the sum-rate in a multi-user scenario.

This paper is organized as follows: First, we discuss the
downlink case, followed by the uplink case, both in a two-user
scenario. In each case, we first consider the achievable capacity
region in an OMA case (FDMA), then the ideal NOMA
case, and finally, the case of imperfect channel estimation,
where some interference remains. We then provide a sensitivity
analysis for the multi-user scenario. Finally, we conclude with
a summary of our findings.

II. DOWNLINK CHANNEL OF TWO USERS

In the downlink scenario, the base station is transmitting

two separate signal, one for each user. The baseband sijnal
2

is denoted by s; (¢ = 1,2) with unity power: E [|s7| =
1. The transmit power for each user’s signal is denoted by
p; (i = 1,2). The base station has to split its total transmit
power budget between the users, so pi;or = p1 + p2. We can

also denote a share coefficient 0 < o < 1:

P1 =« - Pot
p2 =(1 =) prot

We denote the total bandwidth of the channel by W.

Each user’s channel has a separate channel characteristic
h; (i = 1,2), which is assumed to be a complex number. The
absolute value of h; represents the channel gain, while the
phase of h; represents the phase shift of the channel. These
characteristics are independent of each other.

2

A. OMA case

First, consider the Frequency Division Multiple Access
(FDMA) case, where the available bandwidth is divided
between the two users. Here, we consider an ideal case
where no bandwidth is wasted. We can choose a parameter
B, (0 < B < 1), where one user occupies a 3 - W part of the
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channel bandwidth, while the other occupies the remaining
(1 —p) - W part, where W denote the total bandwidth of the
channel. We consider the division perfectly orthogonal, so that
there is no interference between the two users’ signal.

The total transmit power of the base station also has to be
split between the users.

Here, the maximal rate of communication of every OMA
user is [1], [10]:

p
Ri=8-W:-logy |1+ —— 3
1=p ng( +5-W~No> 3)
—3.W. _
=0-W 10g2<1+ﬂ'W'}]ZT2>
_ P2|h2\2
RQ(l—ﬂ)~W~10g2<1+(16)W.]\[O> (4)
P2

(1—=75) W -log, <1+ (15)W|,fv;’|2)

See Figure 1 for the case where both user has equal, 0 dB
signal to noise ratio (SNR) and for the case where userl has
0 dB signal-to-noise ratio, while user2 has a much better,
30 dB signal-to-noise ratio. Note that the shape of the convex
hull of the capacity region is a straight line for the case
of equal channel conditions but a curved line when the two
users’ conditions are significantly different. The exact shape
is derived in [11].

Here, we consider as SNR the full-band noise (W - Np)
compared to the total 2transmit power of the base station as
SNR: SNR; = % That is the SNR for each user when
the base station allocates all its power and all the bandwidth
to this user, that is when the user is alone.

B. NOMA case

In the power domain NOMA case, both user occupies the
whole channel bandwidth, and the base station’s transmit
power budget is distributed (at some proportion) between
them: p; + p2 = Pro¢ OF p2 = Piot — P1, Where pyoy is the
given total transmit power of the base station [10], [12].




INFOCOMMUNICATIONS JOURNAL

Effect of the Imperfect Channel Estimation on
Achievable NOMA Rate

Downlink NOMA and FDMA for SNR1=0 dB, SNR,=0 dB Downlink NOMA and FDMA for SNR1=0 dB, SNR,=30 dB
1.0 —— NOMA 101 — NOMA
—— FDMA —— FDMA
0.81 81
o6/ 2 o
< )
® 0.4 ® 41
o o
0.2 5]
0.01 ol
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Rate; [b/s] Rate; [b/s]

Fig. 2: Downlink NOMA capacity region: user] rate versus user2 rate for different SNR conditions. For reference, the boundary

of the OMA capacity region also plotted.

The transmitted signal by the base station is the sum of the
two users’ signal:

T =\/p181 + \/P252 &)
The received signal by each user (i = 1, 2):
Yi =hi o +w; (0)

where h; is the complex channel characteristic between the
user ¢ and the base station. w; is the noise sample at the
receiver i, assumed to be Gaussian distribution with a mean
of 0 and a power spectral density of Nj.

The optimum order of decoding is based on the signal-
to-noise ratio (SNR) of the individual signals at each user’s
receiving end: |h;|*/No. In this decoding order, each user can
successively decode any stronger (better SNR) signals and
remove them from the received signal (cancellation by re-
modulation). The ith user proceeds with successively decoding
and cancelling the other user’s signal until it reaches its own
signal. All the remaining weaker signals are considered as
noise or interference.

In the case of only two users, this mean that the first
user with better channel conditions receives the other user’s
signal at a higher power (because it is transmitted at higher
proportion of the base station’s power budget in order to reach
the farther user at a decodable level). Therefore, it decodes
the other user’s signal first, re-modulates it, and removes
it from the original signal. Then, it decodes the remaining
signal. During this process, it is assumed that the user can
decode the other user’s signal without error, but that does
not mean that during the cancellation phase it can eliminate
it perfectly because during re-modulation, it must consider
the effect of the channel on the signal. If the real channel
characteristic (iii = h;) were known perfectly, the cancellation
could be perfect. If there were some remaining error in the
estimated value (izi # h;), there would be some interfering
signal remaining, proportional to the receiving power of the
interfering signal.

1) Perfect channel estimation: In the case of perfect chan-
nel estimation (ﬁi = h;), the maximal rate of communication

for every NOMA user in a channel with bandwidth W is [1],
[10], [12], [13]:

P1|h1
= -1 1 7
Ry W0g2(+WNO> (7
=W -log, (1—|— )
\h1|2
h
Ro=W -log, |1+ — 2272l palhal” 8)
W - No + pi|ha*
b2
—Wolog, [1+— P22
2( W-}jf;le)

Figure 2 shows the boundary of the achievable capacity
region for the NOMA scheme. The first diagram shows the
case where both user has equal, 0 dB signal-to-noise ratio
(SNR). Note that in that case, we get the same rate limit as
in the OMA (FDMA) case. The second diagram shows the
case where one of the users has a better, 30 dB SNR. For
reference we also plot the boundary for the OMA case. For
an exact comparison, when calculating the SNR, we consider
the noise power in the total bandwidth (W - Ny) compared
to the same total transmit power of the base station as in the
OMA (FDMA) case, although we get the different rate pairs
on the figure by allocating the total base station power divided
between the individual users. The difference of in the SNR of
the two users represents either the difference in the channel
conditions or the local power of the additive Gaussian noise.

2) Imperfect channel estimation: In the case when the
channel estimation is not perfect, that is ﬁ, # h;, after the
first user receives and demodulates the stronger signal of the
second user, the re-modulation and the cancellation of the
received stronger signal cannot be done perfectly. This means
that even for the first user, some part of the second user’s
signal remains as interference. We consider this as if some
€ > 0 part of the interfering signal power were added to the
ever present Gaussian white noise (W - Ny):

MARCH 2025 « voLUME XVII « NUMBER 1




INFOCOMMUNICATIONS JOURNAL

Downlink NOMA and FDMA for SNR1=0 dB, SNR,=0 dB

Effect of the Imperfect Channel Estimation on
Achievable NOMA Rate

Downlink NOMA and FDMA for SNR1=0 dB, SNR,=10 dB

1.07 — NOMA 331 NOMA
—— FDMA 3.0 FDMA
081 N. e €=0.001 £=0.001
— - 20002 | —2°] £=0.002
5061 --+ £=0.005 | 3 2.01 £€=0.005
g --- €=0010 | & | £=0.010
5 0.4 - £=0.020 | T - £=0.020
—— £=0.050 1.04 £=0.050
0.2 —— £=0.100 £=0.100
——- £=0.200 051 £=0.200
0.0 0.0
0.0 0.2 04 06 08 10 12 1.4 00 02 0.4 0.6 0.8 1.0 1.2 1.4
Rate; [b/s] Rate; [b/s]
Downlink NOMA and FDMA for SNR;=0 dB, SNR,=20 dB Downlink NOMA and FDMA for SNR1=0 dB, SNR,=30 dB
NOMA 107 NOMA
61 FDMA FDMA
5 £€=0.001 81 €=0.001
- €=0.002 | — £=0.002
5 41 £=0.005 | 3 6] £=0.005
~ €=0.010 N £=0.010
E 3 - £=0.020 g 41 - £=0.020
2] £=0.050 £=0.050
€=0.100 2 £=0.100
H €=0.200 £=0.200
01 01
0.0 0.2 04 06 08 1.0 1.2 1.4 00 02 0.4 0.6 0.8 1.0 1.2 1.4
Rate; [b/s] Rate; [b/s]

Fig. 3: Downlink NOMA capacity region with imperfect channel estimation: userl rate versus user2 rate for different SNR
conditions. € is the proportion of the remaining interference signal after imperfect cancellation. For reference, the boundary of

the OMA capacity region also plotted.

Ry =W -log, (1+ pl\hllz 2) o
W - Ny + € palhi]
:W.10g2(1+wf'ﬁ(§:14‘6'}72>
Ry = W - log, (1 + M) (10)
:W.logz(lJrW'}é}TQ_'_pl)

It is easy to predict that the gain of NOMA will decrease as
e increases. See Figure 3 for the achievable rates depending on
the value of e. In the first diagram, both users have a signal-
to-noise ratio (SNR) of 0 dB. In that case there was no gain
for NOMA, so for any ¢ > 0, the NOMA rate limit will
go below the FDMA rate limit. The second diagram shows
the case where one user has a better SNR of 10 dB, while
the other has the same poor SNR of 0 dB. In the other two
diagrams, one of the users has an even better SNR of 20 dB
and 30, respectively. In those cases, NOMA can benefit from
the great difference in the power level of the two signals: the
interference caused by the weak signal on the decoding of the
strong signal is minimal, and the cancellation of the strong
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signal helps a lot in decoding the weak signal. However, if the
cancellation is imperfect, the small portion that is interfering
from the strong signal decreases the rate limit of the weak
signal because even a small portion of the much stronger signal
causes great interference.

III. UPLINK CHANNEL OF TWO USERS

In the uplink scenario, the users transmit independently to
the base station. The base station receives the superposition of
the users’ signals. Let’s denote the baseband signal of the two
users by s; (i = 1,2) with unity power: E ||s;|*| = 1. The
transmit power of each user is independent of the other and
is denoted by p; (i = 1,2). We denote the total bandwidth of
the channel by W again.

Each user’s channel has a separate channel characteristic
h; (i =1,2), assumed to be a complex number. The absolute
value of h; represents the channel gain, while the phase of &;
represents the phase shift of the channel. These characteristic
are independent of the other user’s value.

The received signal at the base station is:

y = hi1y/D151 + ha/p2s2 +w (11)

where w is the noise sample at the receiver, assumed to be a
Gaussian distribution of mean 0 and power spectral density of
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Fig. 4: Uplink OMA (FDMA) capacity region: userl rate versus user2 rate for different SNR conditions.

Ny shaped by the receiving filter to the receiving bandwidth.
Since there is only one receiver (the base station) in this
case, only a single additive noise component applies to the
superposition of the two users’ signal.

For each user’s signal, there are two terms that affect the
receiving level: the channel gain and the transmit power.
Therefore, without loosing generality, we can assume that the
transmitted power is the same for both users (p; = p2 = p)
and account all the differences in the receive level due to the
channel gain.

A. OMA case

For the Orthogonal Multiple Access (OMA) case, let us con-
sider the Frequency Division Multiple Access (FDMA) again:
In this scheme, the available bandwidth is divided between
the two users. We can choose a parameter 3, (0 < 8 < 1),
where one user occupies a - W part of the channel bandwidth
while the other occupies the remaining (1 — ) - W part,
where W denotes the total bandwidth of the channel. We
assume the division perfectly orthogonal, so that there is no
interference between the two users’ signal. The power is not
divided between the users; both users are transmitting at full
power but only use the allocated part of the bandwidth.

Here, the maximal rate of communication of every OMA
user is [1], [10]:

h 2
Ry =B-W-log, <1+m> (12)
=p£-W -log, 1+LN
B.W. ‘hl(iQ
_ P|h2\2

p
(1—=75)-W -log, (1+ (1—5)'W'|,iv;2>
Figure 4 shows the boundary of the capacity region achiev-
able with a classical FDMA case. There are two cases shown:
in the first diagram, the users have the same signal-to-noise
ratio (SNR): 0 dB, while in the second diagram, one of the

users have 30 dB better SNR than the other. Here we consider
the in band noise (3 - W - Ny) for calculating the SNR.

B. NOMA case

In the power domain NOMA case, both users occupy the
entire channel bandwidth. The base station first decodes the
signal of one of the users while considering the interference
caused by the other signal as part of the noise. Then, it can re-
modulate the decoded signal, apply the channel characteristic
of the user, and subtract this from the received signal. In an
ideal case, it fully eliminates the decoded signal, and the base
station can decode the other signal as if it were the only signal.
This is called successive interference cancellation (SIC).

In this case, it is not useful to just consider both users
transmitting at full power, as it would give us a single point
on the capacity plane. Instead, we can trade the channel
capacity between the users by scaling the transmit power. Of
course, this gives the same result as if we consider the channel
conditions as a parameter.

It is usually assumed that the stronger signal is decoded
first because eliminating that could help a lot to decode the
weaker signal. But that is not the only possibility. Depending
on the goal, one may choose to decode and eliminate the
weaker signal first. For example, if the goal is to maximize
the achievable bit rate of the user with the stronger signal,
while letting the weaker user communicating at some lower
rate without interfering with the other, that can be achieved
by decoding and cancelling the weaker signal first.

As in the downlink case, we can consider two sub-cases:
first, when the channel characteristics are perfectly known
(perfect channel estimation); and second, when the channel
estimation (denoted by h;) is imperfect and not equal to the
real channel parameter.

1) Perfect channel estimation: If it is the first user’s signal
that is decoded first, during decoding its signal, the other user’s
signal is considered as noise [1], [10], [13]:
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Fig. 5: Uplink NOMA capacity region: userl rate versus user2 rate for different SNR conditions. For reference, the boundary

of the OMA capacity region also plotted.

pl\h1|2
Ri=W log, [ 14+ —21 (14)
2( W - No + palho|?
Ry =W -log 1+M (15)
2 W - Ny

If it is the second user’s signal that is decoded first, the case
is the opposite:

P1\h1\2
— -1 1 1
R =W ng( +W~Ng (16)
Ry =W -log 1+% 17)
: W - No + pi|la |

In both cases, the sum rate (21 + Ry) is limited by the sum
of the two power (scaled by the channel conditions), which is
the total capacity of the channel:

2 2
Ry + Ry =W -log, (1 + p—l‘hﬂ'ﬂ,fﬁjw > (18)

The achievable capacity region is limited by three factors:
for both users, their own maximum power limits the capacity
achievable by that user, even in the absence of the other user.
That gives us a horizontal and a vertical line in our capacity
diagram. At the same time, the sum of the achievable rate of
the two users is limited by the sum of their power. That gives
us a diagonal line in our capacity diagram. Since all of the
conditions must be fulfilled, the capacity region is the convex
hull marked by these three fraction lines.

Figure 5 shows the capacity region for two uplink NOMA
users. In the first diagram, the two users has equal, 0 dB signal-
to-noise ratio (SNR), while on the second diagram one of the
users has 20 dB better SNR condition. For reference, we have
also plotted the limit of the OMA (FDMA) case from the
previous section. Note that in both cases there is one point
where the two limits coincides, every other case, the NOMA
outperforms the OMA case.
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Note, that the two corners of these fraction lines are
representing the case where (14), (15) and (16),(17) fulfils with
equality, respectively. On the horizontal part of the fraction
lines Ry is constant since the first user is completely elimi-
nated. Similarly on the vertical part R; is constant since here
the second user is decoded first and completely eliminated, so
the capacity of the first user’s channel does not depend of the
transmitted power of the second user’s signal.

2) Imperfect channel estimation: In the case when the
channel estimation is not perfect, that is l{Z % h;, after the
base station demodulates the signal of the first user, the re-
modulation and the cancellation of the received signal cannot
be done perfectly. This means that for the second user, there
remains some part of the first user’s signal as interference.
We consider this as if some ¢ > 0 part of the interfering
signal power is added to the ever-present Gaussian white noise
(W - No):

Ry =W -log, [1 1L 19
1=W-logy | 1+ z (19)

W~N0+e~p2|h2

palhal?
W - Ny -|-Z71|h1|2

Please refer to Figure 6 for the effect of imperfect channel
estimation. In the first diagram, both users have an equal
signal-to-noise ratio (SNR) of 0 dB. In this case the situation is
symmetrical, and the imperfect cancellation slightly decreases
the achievable rate pairs. In the second diagram, one of the
users has a better SNR of 10 dB. In this case, imperfect
cancellation has a larger effect on the achievable rate pairs.
The other two diagrams shows the case where one of the users
has an even better SNR of 20 dB and 30 dB, respectively.
Please note that these are the cases where NOMA can gain a
lot compared to the OMA case.

One thing can be noticed is that the limits for the individual
users, which were a horizontal and vertical lines previously,
are not straight lines anymore. That is because the transmitted
power of the other user, that is decoded first, affects the
user whose signal is decoded second due to the imperfect

Ry =W -log, (1 + (20)
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Fig. 6: Uplink NOMA capacity region with imperfect channel estimation: userl rate versus user2 rate for different SNR
conditions. € is the proportion of the remaining interference signal after imperfect cancellation. For reference, the boundary of

the OMA capacity region also plotted.

cancellation. We can see that even a small imperfection causes
NOMA to partially under-perform the OMA case, and for
larger e values, there are hardly any case where NOMA
is better. Even in that case, for some regions, NOMA can
outperform OMA, but there are large regions where OMA
can win.

The diagrams are arranged such that the user with the
stronger maximal transmit power is on the vertical axis. One
may wonder that at first glance it may seam like the imperfect
cancellation affects the stronger user more. To interpret the
diagrams correctly, one must keep in mind that they show
the boundary of the achievable region, which in most cases
corresponds to one of the user not transmitting at maximal
power. The imperfect cancellation means that the stronger
signal causes strong interference to the weaker signal, so
in order to reach a relatively high capacity for the weaker
user, the stronger one must decrease power, limiting their own
achievable capacity.

IV. SENSITIVITY

Extending the discussion to more than two users means
that the capacity region becomes multidimensional, which
makes visualization challenging. A more useful approach is
to investigate how sensitive the achievable rate of the users is
to small changes in cancellation imperfection.

A. Sensitivity in multi-users case

The inequalities for the multi-user case are (without loss of
generality, assuming that the users are numbered in the order
of decoding):

Rl
R, =W -log, pilhil

1+ (21)

N
W - No + Z pj‘hj‘z
j=it1

There is one such equation for each user. For the first user,
the signals from all other users act as interference. For the
last user, the summation in the denominator is empty since all
other users’ signals have been canceled.

Considering the imperfection in cancellation, the equations
become:

R; =

pilhil®
i—1 N
W No+ Y expelhil® + Y pjlhyl?
k=1 j=it1

W logy | 1+

(22)
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For the first user, the summation term in the denominator
that contains e is empty, as there is no signal for the first user
to (imperfectly) cancel.

To simplify the following discussion, let’s introduce some
notation: let X; = % In 2 represent the normalized rate, and
A, = % represent the normalized received power or
signal-to-noise ratio (SNR) without interference. Using this
notation, the general equation becomes:

Ai

Jj=i+1

X,=In|1+

(23)

To evaluate the sensitivity of the channel to the ¢; factors
(i € [1...N —1]), which represent the imperfections in
cancellation during SIC processing, we can use the sum rate
of the users as a metric:

N
Zln 1+ P Ai
=1 1+Z€kAk+ Z A

Jj=i+1

N
Xp =) Xi=
=1

(24)

We are interested in quantifying the change dXs-~ in re-

sponse to a small change de;. This can be expressed through
the partial derivatives of Xs-:

N-1

d
dXy =Y (dT,XZ) de

N—-1 N
d A;
= — In|1 d
= da rzl e — 5
SR RS PSPt
Jj=i+1
(25
N—-1 N 1
- Z 2
=1 i=l+1
LS 34,
Jj=i+1
*AiAz
. 1 n A, dEl (26)
DIV Pt
j=i1+1

Since the sensitivity represents the change in the rate in
response to a small imperfection in cancellation, we need to
evaluate the derivative at ¢ = 0:

1 —A; A
dXs = ZZ Z T—: ro— - S de;
1 i=Il+1
1+ Z A |1t Z Aj
j=i+1 J=it1
27
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Depending on the relative power levels and whether we
are in a high SNR regime (A; > 1) or a low SNR regime
(A; = 1), the imperfection in SIC may change the optimal
cancellation order.

B. Sensitivity in two users case

In the case of two users, the sum rate XZ contains only
two terms, and there is only a single e factor:

Ay Az
(l—i— A2)+ln<1+1+e/l1> (28)

The sensitivity in this case is:

d

Xy =

29

Since we are considering small imperfections in SIC pro-
cessing, we take the derivative at € = (:
A1A2
1+ A2

Xy = (30)

In the high SNR regime, where Ay > 1, so 1 + Ay ~ Ay
it can be further approximated as:
dXs = — Ayde 31

In the low SNR regime, where As = 1, we can approximate
as:

32
5 (32)

The sensitivity is practically determined by the power level
of the user whose signal we are canceling.

V. CONCLUSION

We have seen that in multi-user communication, we have
some degree of freedom in allocating resources (bandwidth
and power) to users, which leads to different achievable chan-
nel capacities. We can speak of optimal resource allocation
in the sense of maximizing the achievable rate of one user
while providing some rate for the other. We have discussed
the achievable capacity region for both uplink and downlink
communication, for both OMA and NOMA schemes. We have
seen that a NOMA scheme is attractive and outperforms (or
at least equal to) the theoretically optimal OMA case (i.e.:
perfect orthogonality, no guard bandwidth needed, no inter
signal interference). However, when the channel estimation
is imperfect, the successive cancellation of the interfering
stronger signal will also be imperfect, leading to a reduced
achievable capacity rates for some or both users. In some
cases, the degradation due to the imperfection of the channel
estimation may result in capacity rates achievable with NOMA
being even lower than those achievable with a more traditional
OMA scheme.
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