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Abstract—A comprehensive serious game application has been
designed and implemented to examine the capacity and effective-
ness of short-term auditory and visual memory, otherwise known
as working memory in human subjects. Participants engaged
in an adaptation of the well-known paired association game
that entails turning over cards and recalling their placement
within a 2D matrix structure of various resolutions. Each trial
introduced either visual icons (vision-only condition) or auditory
objects (audio-only condition). User performance was evaluated
through a detailed statistical analysis focusing only on the highest
6x8 resolution condition in the application. Findings suggest that
visual memory did not conclusively outperform auditory memory
in the context of this game. However, within the scope of auditory
stimuli, familiar iconic sounds, such as excerpts of speech and
commonplace sounds, were recalled more effectively than unfa-
miliar, synthetic sounds like parametric waveforms. Furthermore,
performance appeared to be influenced by demographic factors,
with male and younger subjects yielding superior results.

Index Terms—Auditory memory; visual memory, virtual sim-
ulation; gamification; memory game

I. INTRODUCTION

In this paper, we present a serious game application that we
have developed to assess users’ capabilities towards retaining
different kinds of auditory and visual stimuli in short-term
memory. Based on results from the application, we draw
conclusions that are relevant to the design of audiovisual user
interfaces in a wider technological context.

A. The role of working memory in human cognition and
perception

In psychology, working memory is defined as the part of
short-term memory that is concerned with immediate con-
scious perceptual and linguistic processing. It is the cognitive
system involved in the temporary storage and processing of
a limited amount of information as a given task is being
carried out [1]. The most important modalities in this context
are the visual and the auditory modalities, with each being
characterized by different capabilities [2]–[5].

Many researchers view working memory and short-term
memory as significantly overlapping concepts. The difference
between the two in the context of this study is that working
memory is regarded as an active mechanism (process) for the
manipulation and application of memory objects over a short
period of time, while short-term memory simply refers to the
temporary storage (capacity) of the brain, making information
readily available for a short period of time [6]. Apart from
this, the two terms may be used interchangeably.

Most of the information kept in short-term memory will be
stored for approximately 20 to 30 seconds, or even less. Some
information, however, can last in short-term memory for up
to minutes, but most information spontaneously decays quite
quickly [7], [8].

In contrast with working memory and short-term memory,
long-term memory refers to a vast store of knowledge pertain-
ing to prior events. It differs from short-term memory both
in terms of duration and capacity. The question of decay /
forgetting is still an actively researched area, although some
works have argued that there may be a chunk capacity limit
even in the case of long-term memory [2].

B. Investigating visual and auditory performance in a modern
technological context

A well-known model of working memory is the Baddeley-
Hitch model, which differentiates between two components of
working memory: a place where visual and spatial information
is stored, and another for recording auditory information.
According to the model, a central executive part controls and
mediates these components [9], [10].

Although a wide range of experiments have already been
conducted to test human capabilities and to compare perfor-
mance in different modalities, recent technical developments
have paved the way towards new applications in the digital
world with an increasingly extensive use of audiovisual infor-
mation.

On the one hand, the concepts of Digital Reality and Internet
of Digital Reality encompass various kinds of developments
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a limited amount of information as a given task is being
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are the visual and the auditory modalities, with each being
characterized by different capabilities [2]–[5].

Many researchers view working memory and short-term
memory as significantly overlapping concepts. The difference
between the two in the context of this study is that working
memory is regarded as an active mechanism (process) for the
manipulation and application of memory objects over a short
period of time, while short-term memory simply refers to the
temporary storage (capacity) of the brain, making information
readily available for a short period of time [6]. Apart from
this, the two terms may be used interchangeably.

Most of the information kept in short-term memory will be
stored for approximately 20 to 30 seconds, or even less. Some
information, however, can last in short-term memory for up
to minutes, but most information spontaneously decays quite
quickly [7], [8].

In contrast with working memory and short-term memory,
long-term memory refers to a vast store of knowledge pertain-
ing to prior events. It differs from short-term memory both
in terms of duration and capacity. The question of decay /
forgetting is still an actively researched area, although some
works have argued that there may be a chunk capacity limit
even in the case of long-term memory [2].

B. Investigating visual and auditory performance in a modern
technological context

A well-known model of working memory is the Baddeley-
Hitch model, which differentiates between two components of
working memory: a place where visual and spatial information
is stored, and another for recording auditory information.
According to the model, a central executive part controls and
mediates these components [9], [10].

Although a wide range of experiments have already been
conducted to test human capabilities and to compare perfor-
mance in different modalities, recent technical developments
have paved the way towards new applications in the digital
world with an increasingly extensive use of audiovisual infor-
mation.

On the one hand, the concepts of Digital Reality and Internet
of Digital Reality encompass various kinds of developmentsthat benefit from the broader use of such kinds of enhanced
user experience and immersive 3D scenarios in a functionally
driven, networked artificial intelligence context [11], [12].
Healthcare applications, combat and military simulators, gam-
ing, and various other AR and VR application domains rely
on visual and/or auditory information during feedback. Virtual
audio displays (VADs) in a wider sense can be applied
in simulators, virtual and embedded environments, making
extensive use of auditory stimuli.

On the other hand, assistive technologies targeting elderly
or disabled individuals using wearables, e.g. for reading,
navigation (Electronic Travel Aids) or other use cases, also
strongly rely on well-designed auditory stimuli. More gen-
erally, cognitive rehabilitation procedures can involve testing
and training of the memory capabilities of patients. In all
of these applications, the auditory modality and auditory
memory play a significant role. Therefore, understanding what
type of simulated sound sources are best suited for a given
environment – in terms of, e.g. spectral content, duration,
amplitude profile – can be crucial.

Serious gaming offers possibilities for testing, training, and
scientific data collection using entertaining gaming environ-
ments where user involvement and motivation are maintained
[1], [13]–[18]. In the era of mobile devices and virtual reality
headsets, serious games can reach a large group of subjects
both in online and offline scenarios. Using gamification, ex-
periments can be designed in order to collect scientifically
relevant data in an entertaining and motivating process. It is an
especially useful method if the gamified scenario resembles the
original environments and use cases. Gamified applications are
useful for both children and elderly users, where maintaining
focus and motivation is a key factor. 3D immersive virtual
reality scenarios also open new areas for serious gaming
where (immersive) audiovisual experience may be extended
by haptic/tactile feedback. State-of-the-art gaming applications
can be close to reality and virtual training scenarios, and
can be suited for testing human cognition and perception
performance.

There are different definitions of serious gaming. While
some definitions focus almost exclusively on the “learning
element” of these games (e.g., [19]), a broader and also very
common conception is reflected in multiple definitions, such
as “[A serious game is] any form of interactive computer-
based game software for one or multiple players to be used
on any platform and that has been developed with the intention
to be more than entertainment” [20], or “[Serious games
are] video games aimed toward problem-solving rather than
entertainment” [21]. It is also reported in the literature as
being widely accepted that serious games are built using novel
technologies, includes at least some game-like features (such
as competition, desire to win, or strategy, among others), and
are created with a “serious” intention to achieve a concrete
objective [22].

On the one hand, all of these areas highlight the importance
of the optimization of the presentation of audiovisual informa-
tion. On the other hand, a gamified environment built for the

purposes of evaluating human audio-visual capabilities can in
itself be regarded as a serious game. One key aspect in this
context is users’ ability to recall and remember various prop-
erties of audiovisual items, i.e., presence or absence, meaning,
semantic connections, temporal or spectral variations, spatial
locations, etc. Although the currently presented experiment
did not include an evaluation of any possible learning effects,
the game design allows for further experiments targeting the
learning effect as well, with dedicated experimental design
(repeated controlled measurements, inclusion of lower resolu-
tions, etc.). The following subsections provide a brief overview
of human visual and auditory working memory.

C. Visual memory

Most research on visual memory in the past has focused on
humans’ ability to remember visual stimuli over either shorter
or longer periods of time, i.e. time was taken to be the key
parameter [23]. Thus, it was shown that humans can remember
objects seen even for brief exposures or after very long time.
The visual working memory is considered as a system that
retains and manipulates information over the short term, whilst
visual long-term memory is defined as a passive storage of
information for longer time periods [24], [25].

The most important property of working memory is its
limited capacity, however, it is a core cognitive process sup-
porting human behaviour that relies on temporarily stored
visual information [25]. To this end, easily interpretable iconic
representations may be most useful. In fact, although object
identification and recognition is generally associated with
long-term memory, it nevertheless plays a significant role in
short-term memory processes as well.

Memory limitation experiments usually apply the so-called
change-detection task, where objects are displayed in an array,
and after a short break, another array is displayed with changes
that have to be identified by the test subjects. Alternatively,
single-item presentation instead of an array of items can be
used, but in this case the relationship between visual objects
in terms of their joint effects on memory cannot be assessed.

Luck and Vogel have suggested that working memory can
store only a limited, discrete number of objects [26]. In their
experiment, subjects were asked to recall an array of items
characterized by a single or multiple features (i.e., color,
orientation). After a short delay, another array was shown that
was identical or different, and the task was to identify what
changes had been applied, if any. Based on the study, Luck
and Vogel found that subjects could store only 3-4 objects
in working memory, and they could detect changes in both
single and across multiple features. Other studies reported
that capacity is reduced as feature load increases [27]. Thus,
visual memory experiments have to consider both feature load
(number of features) and object load (number of objects). This
model assumes that subjects can remember all features of the
objects within the 3-4 item limit, or will fail completely.

Another model of the memory sees the capacity as in-
formation based and limited by a finite resource that can
vary unevenly across different items in a display [28]. Here,
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ing, and various other AR and VR application domains rely
on visual and/or auditory information during feedback. Virtual
audio displays (VADs) in a wider sense can be applied
in simulators, virtual and embedded environments, making
extensive use of auditory stimuli.

On the other hand, assistive technologies targeting elderly
or disabled individuals using wearables, e.g. for reading,
navigation (Electronic Travel Aids) or other use cases, also
strongly rely on well-designed auditory stimuli. More gen-
erally, cognitive rehabilitation procedures can involve testing
and training of the memory capabilities of patients. In all
of these applications, the auditory modality and auditory
memory play a significant role. Therefore, understanding what
type of simulated sound sources are best suited for a given
environment – in terms of, e.g. spectral content, duration,
amplitude profile – can be crucial.

Serious gaming offers possibilities for testing, training, and
scientific data collection using entertaining gaming environ-
ments where user involvement and motivation are maintained
[1], [13]–[18]. In the era of mobile devices and virtual reality
headsets, serious games can reach a large group of subjects
both in online and offline scenarios. Using gamification, ex-
periments can be designed in order to collect scientifically
relevant data in an entertaining and motivating process. It is an
especially useful method if the gamified scenario resembles the
original environments and use cases. Gamified applications are
useful for both children and elderly users, where maintaining
focus and motivation is a key factor. 3D immersive virtual
reality scenarios also open new areas for serious gaming
where (immersive) audiovisual experience may be extended
by haptic/tactile feedback. State-of-the-art gaming applications
can be close to reality and virtual training scenarios, and
can be suited for testing human cognition and perception
performance.

There are different definitions of serious gaming. While
some definitions focus almost exclusively on the “learning
element” of these games (e.g., [19]), a broader and also very
common conception is reflected in multiple definitions, such
as “[A serious game is] any form of interactive computer-
based game software for one or multiple players to be used
on any platform and that has been developed with the intention
to be more than entertainment” [20], or “[Serious games
are] video games aimed toward problem-solving rather than
entertainment” [21]. It is also reported in the literature as
being widely accepted that serious games are built using novel
technologies, includes at least some game-like features (such
as competition, desire to win, or strategy, among others), and
are created with a “serious” intention to achieve a concrete
objective [22].

On the one hand, all of these areas highlight the importance
of the optimization of the presentation of audiovisual informa-
tion. On the other hand, a gamified environment built for the
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porting human behaviour that relies on temporarily stored
visual information [25]. To this end, easily interpretable iconic
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identification and recognition is generally associated with
long-term memory, it nevertheless plays a significant role in
short-term memory processes as well.
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and after a short break, another array is displayed with changes
that have to be identified by the test subjects. Alternatively,
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in terms of their joint effects on memory cannot be assessed.
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that capacity is reduced as feature load increases [27]. Thus,
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(number of features) and object load (number of objects). This
model assumes that subjects can remember all features of the
objects within the 3-4 item limit, or will fail completely.

Another model of the memory sees the capacity as in-
formation based and limited by a finite resource that can
vary unevenly across different items in a display [28]. Here,
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orientation). After a short delay, another array was shown that
was identical or different, and the task was to identify what
changes had been applied, if any. Based on the study, Luck
and Vogel found that subjects could store only 3-4 objects
in working memory, and they could detect changes in both
single and across multiple features. Other studies reported
that capacity is reduced as feature load increases [27]. Thus,
visual memory experiments have to consider both feature load
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model assumes that subjects can remember all features of the
objects within the 3-4 item limit, or will fail completely.

Another model of the memory sees the capacity as in-
formation based and limited by a finite resource that can
vary unevenly across different items in a display [28]. Here,

subjects reported on a continuous scale. For example, a color
have to be recalled in form of selecting from a continuous
color palette. It was observed that with increasing set size, the
precision of representations decreased. They concluded that
subjects could store a continuous amount of information with
varying precision: even with set size greater than four items,
subjects are able to store more than four items in memory.

All models of the working memory suggest a capacity of
3–4 representations, but this capacity may also be limited
by the amount of information load in the display (stimulus
complexity) [29]–[32]. Nevertheless, it is possible that items
with higher complexity also have higher similarity leading to
greater errors.

Former results also showed capacity estimates to be in-
dividually different from 1 to 5 objects, furthermore, there
is also a large variability within subject in repeated trials
[33]. Interestingly, better memory performance was reported
when the display consisted of more meaningful stimuli than
meaningless images [34]. Moreover, it was demonstrated that
training in action video games and even in cognitive training
games can contribute to better memory capabilities [35]–[37].

D. Auditory memory

The number of objects or “chunks” humans can remember
is limited and depends on the used modality (audio only, visual
only, or mixed), presentation method, former training, etc.
Working memory refers to the ability to retain stimuli in mind
that are no longer physically present and to perform mental
operations on them. It allows the temporary storage of relevant
information and its task-dependent manipulation.

Regarding the subject of auditory memory, Kaiser summa-
rized the results of several relevant experiments from a neuro-
science point of view. Most of these studies have focused on
the short-term retention of acoustic information [38]. Auditory
memory has to do with the ability to remember words and
sounds and to recall information that was received verbally
[39], [40]. Zimmermann et al give a good overview of short-
term and long-term auditory memory capabilities in different
scenarios [41].

Memory capacity limits have been suggested to be “around
seven plus or minus two” under various circumstances not
limited to auditory tasks indicating a relatively low number
of items humans can recall using their memory [42]. Studies
show that recognition memory for sounds is usually inferior
to memory for visuals [43]–[48]. In [43] four experiments
were conducted to examine the nature of auditory and visual
memory, including an evaluation of the role of experience in
auditory and visual memory, supporting this finding. On the
other hand, Lehnert and Zimmer tested the short-term memory
of object locations in the auditory and visual modalities pure
and mixed, and found the same memory performance in mixed
and pure conditions with a very similar decline in performance
to the memory load manipulation [49]. They concluded that
locations of auditory and visual input are stored in common
memory.

Setti et al. compared blind subjects’ and sighted subjects’
performance using semantic and non-semantic sounds to verify
if semantic rather than non-semantic sounds could be better
recalled, as well as to see whether exposure to an auditory
scene could lead to enhanced memorization skills [50]. In the
study, semantic sounds were spatialized in order to reproduce
an audio scene. Results showed on the one hand that sighted
subjects performed better than blind participants following the
exploration of the semantic scene. More generally, although
both blind and sighted individuals showed similar audio spatial
memory skills, blind participants were found to focus more on
the perceived sound positions and less on the information that
they gathered on the location of individual items during their
initial exploration on of the scene. These findings suggest that
whereas visual experience allows the simultaneous processing
of multiple stimuli, auditory processing is much more sequen-
tial.

In a 2007 experiment, 100 students participated in a learning
task, where visual icons had to be associated and learned
together with their auditory counterparts [51]. The visual
stimuli appeared in two sets of 15 icons arranged in 3 columns
and 5 rows, sound stimuli were selected from a set of auditory
icons (having a semantic relationship with the visual icon) and
earcons. Results showed that participants made faster and more
correct matches between visual icons and auditory icons than
between visual icons and earcons. This suggests the superiority
of auditory icons over (non-familiar) earcons. It was also
suggested that localization may be a useful cue for learning
the associations between them, however, it was not conclusive.

Current studies reported experiments conducted with musi-
cians [52], [53]. Human communicative sounds could be de-
tected better than other sounds, especially in the case of speech
and human-generated vocal sounds. Similarly, song-like vocal
phrases can be remembered better, and musical training plays
a significant role. If rapid pip-tones were presented to subjects,
the auditory memory was found to be sensitive to repeating
audio structures [54].

The number of sound events and sonification methods is a
central problem of the user interface and the audio modeling
as well [55]–[61]. VR environments can influence auditory
memory performance based on the context-dependent repre-
sentation [62].

Connected to the “Sound of Vision” research project, a
serious game-based application has been developed for testing
memory capabilities [63], [64]. The game was the auditory-
only version of the memory game, where players have to
pair cards in a matrix arrangement (e.g. Matching Pairs, Find
the Pair, etc.). Preliminary results showed that users made
fewer pairing errors with familiar than with unfamiliar sounds.
However, the number of pairs can have a significant impact
on the results.

Generally, memory games test and train visual memory
in an entertaining way, using only visual modality. Figure 1
shows a real-world audio version of the game in a museum for
children. Different fillings result in different noises by shaking
the boxes. The same idea is behind the (non-action-based)
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subjects reported on a continuous scale. For example, a color
have to be recalled in form of selecting from a continuous
color palette. It was observed that with increasing set size, the
precision of representations decreased. They concluded that
subjects could store a continuous amount of information with
varying precision: even with set size greater than four items,
subjects are able to store more than four items in memory.

All models of the working memory suggest a capacity of
3–4 representations, but this capacity may also be limited
by the amount of information load in the display (stimulus
complexity) [29]–[32]. Nevertheless, it is possible that items
with higher complexity also have higher similarity leading to
greater errors.

Former results also showed capacity estimates to be in-
dividually different from 1 to 5 objects, furthermore, there
is also a large variability within subject in repeated trials
[33]. Interestingly, better memory performance was reported
when the display consisted of more meaningful stimuli than
meaningless images [34]. Moreover, it was demonstrated that
training in action video games and even in cognitive training
games can contribute to better memory capabilities [35]–[37].

D. Auditory memory

The number of objects or “chunks” humans can remember
is limited and depends on the used modality (audio only, visual
only, or mixed), presentation method, former training, etc.
Working memory refers to the ability to retain stimuli in mind
that are no longer physically present and to perform mental
operations on them. It allows the temporary storage of relevant
information and its task-dependent manipulation.

Regarding the subject of auditory memory, Kaiser summa-
rized the results of several relevant experiments from a neuro-
science point of view. Most of these studies have focused on
the short-term retention of acoustic information [38]. Auditory
memory has to do with the ability to remember words and
sounds and to recall information that was received verbally
[39], [40]. Zimmermann et al give a good overview of short-
term and long-term auditory memory capabilities in different
scenarios [41].

Memory capacity limits have been suggested to be “around
seven plus or minus two” under various circumstances not
limited to auditory tasks indicating a relatively low number
of items humans can recall using their memory [42]. Studies
show that recognition memory for sounds is usually inferior
to memory for visuals [43]–[48]. In [43] four experiments
were conducted to examine the nature of auditory and visual
memory, including an evaluation of the role of experience in
auditory and visual memory, supporting this finding. On the
other hand, Lehnert and Zimmer tested the short-term memory
of object locations in the auditory and visual modalities pure
and mixed, and found the same memory performance in mixed
and pure conditions with a very similar decline in performance
to the memory load manipulation [49]. They concluded that
locations of auditory and visual input are stored in common
memory.

Setti et al. compared blind subjects’ and sighted subjects’
performance using semantic and non-semantic sounds to verify
if semantic rather than non-semantic sounds could be better
recalled, as well as to see whether exposure to an auditory
scene could lead to enhanced memorization skills [50]. In the
study, semantic sounds were spatialized in order to reproduce
an audio scene. Results showed on the one hand that sighted
subjects performed better than blind participants following the
exploration of the semantic scene. More generally, although
both blind and sighted individuals showed similar audio spatial
memory skills, blind participants were found to focus more on
the perceived sound positions and less on the information that
they gathered on the location of individual items during their
initial exploration on of the scene. These findings suggest that
whereas visual experience allows the simultaneous processing
of multiple stimuli, auditory processing is much more sequen-
tial.

In a 2007 experiment, 100 students participated in a learning
task, where visual icons had to be associated and learned
together with their auditory counterparts [51]. The visual
stimuli appeared in two sets of 15 icons arranged in 3 columns
and 5 rows, sound stimuli were selected from a set of auditory
icons (having a semantic relationship with the visual icon) and
earcons. Results showed that participants made faster and more
correct matches between visual icons and auditory icons than
between visual icons and earcons. This suggests the superiority
of auditory icons over (non-familiar) earcons. It was also
suggested that localization may be a useful cue for learning
the associations between them, however, it was not conclusive.

Current studies reported experiments conducted with musi-
cians [52], [53]. Human communicative sounds could be de-
tected better than other sounds, especially in the case of speech
and human-generated vocal sounds. Similarly, song-like vocal
phrases can be remembered better, and musical training plays
a significant role. If rapid pip-tones were presented to subjects,
the auditory memory was found to be sensitive to repeating
audio structures [54].

The number of sound events and sonification methods is a
central problem of the user interface and the audio modeling
as well [55]–[61]. VR environments can influence auditory
memory performance based on the context-dependent repre-
sentation [62].

Connected to the “Sound of Vision” research project, a
serious game-based application has been developed for testing
memory capabilities [63], [64]. The game was the auditory-
only version of the memory game, where players have to
pair cards in a matrix arrangement (e.g. Matching Pairs, Find
the Pair, etc.). Preliminary results showed that users made
fewer pairing errors with familiar than with unfamiliar sounds.
However, the number of pairs can have a significant impact
on the results.

Generally, memory games test and train visual memory
in an entertaining way, using only visual modality. Figure 1
shows a real-world audio version of the game in a museum for
children. Different fillings result in different noises by shaking
the boxes. The same idea is behind the (non-action-based)

subjects reported on a continuous scale. For example, a color
have to be recalled in form of selecting from a continuous
color palette. It was observed that with increasing set size, the
precision of representations decreased. They concluded that
subjects could store a continuous amount of information with
varying precision: even with set size greater than four items,
subjects are able to store more than four items in memory.

All models of the working memory suggest a capacity of
3–4 representations, but this capacity may also be limited
by the amount of information load in the display (stimulus
complexity) [29]–[32]. Nevertheless, it is possible that items
with higher complexity also have higher similarity leading to
greater errors.

Former results also showed capacity estimates to be in-
dividually different from 1 to 5 objects, furthermore, there
is also a large variability within subject in repeated trials
[33]. Interestingly, better memory performance was reported
when the display consisted of more meaningful stimuli than
meaningless images [34]. Moreover, it was demonstrated that
training in action video games and even in cognitive training
games can contribute to better memory capabilities [35]–[37].

D. Auditory memory

The number of objects or “chunks” humans can remember
is limited and depends on the used modality (audio only, visual
only, or mixed), presentation method, former training, etc.
Working memory refers to the ability to retain stimuli in mind
that are no longer physically present and to perform mental
operations on them. It allows the temporary storage of relevant
information and its task-dependent manipulation.

Regarding the subject of auditory memory, Kaiser summa-
rized the results of several relevant experiments from a neuro-
science point of view. Most of these studies have focused on
the short-term retention of acoustic information [38]. Auditory
memory has to do with the ability to remember words and
sounds and to recall information that was received verbally
[39], [40]. Zimmermann et al give a good overview of short-
term and long-term auditory memory capabilities in different
scenarios [41].

Memory capacity limits have been suggested to be “around
seven plus or minus two” under various circumstances not
limited to auditory tasks indicating a relatively low number
of items humans can recall using their memory [42]. Studies
show that recognition memory for sounds is usually inferior
to memory for visuals [43]–[48]. In [43] four experiments
were conducted to examine the nature of auditory and visual
memory, including an evaluation of the role of experience in
auditory and visual memory, supporting this finding. On the
other hand, Lehnert and Zimmer tested the short-term memory
of object locations in the auditory and visual modalities pure
and mixed, and found the same memory performance in mixed
and pure conditions with a very similar decline in performance
to the memory load manipulation [49]. They concluded that
locations of auditory and visual input are stored in common
memory.

Setti et al. compared blind subjects’ and sighted subjects’
performance using semantic and non-semantic sounds to verify
if semantic rather than non-semantic sounds could be better
recalled, as well as to see whether exposure to an auditory
scene could lead to enhanced memorization skills [50]. In the
study, semantic sounds were spatialized in order to reproduce
an audio scene. Results showed on the one hand that sighted
subjects performed better than blind participants following the
exploration of the semantic scene. More generally, although
both blind and sighted individuals showed similar audio spatial
memory skills, blind participants were found to focus more on
the perceived sound positions and less on the information that
they gathered on the location of individual items during their
initial exploration on of the scene. These findings suggest that
whereas visual experience allows the simultaneous processing
of multiple stimuli, auditory processing is much more sequen-
tial.

In a 2007 experiment, 100 students participated in a learning
task, where visual icons had to be associated and learned
together with their auditory counterparts [51]. The visual
stimuli appeared in two sets of 15 icons arranged in 3 columns
and 5 rows, sound stimuli were selected from a set of auditory
icons (having a semantic relationship with the visual icon) and
earcons. Results showed that participants made faster and more
correct matches between visual icons and auditory icons than
between visual icons and earcons. This suggests the superiority
of auditory icons over (non-familiar) earcons. It was also
suggested that localization may be a useful cue for learning
the associations between them, however, it was not conclusive.

Current studies reported experiments conducted with musi-
cians [52], [53]. Human communicative sounds could be de-
tected better than other sounds, especially in the case of speech
and human-generated vocal sounds. Similarly, song-like vocal
phrases can be remembered better, and musical training plays
a significant role. If rapid pip-tones were presented to subjects,
the auditory memory was found to be sensitive to repeating
audio structures [54].

The number of sound events and sonification methods is a
central problem of the user interface and the audio modeling
as well [55]–[61]. VR environments can influence auditory
memory performance based on the context-dependent repre-
sentation [62].

Connected to the “Sound of Vision” research project, a
serious game-based application has been developed for testing
memory capabilities [63], [64]. The game was the auditory-
only version of the memory game, where players have to
pair cards in a matrix arrangement (e.g. Matching Pairs, Find
the Pair, etc.). Preliminary results showed that users made
fewer pairing errors with familiar than with unfamiliar sounds.
However, the number of pairs can have a significant impact
on the results.

Generally, memory games test and train visual memory
in an entertaining way, using only visual modality. Figure 1
shows a real-world audio version of the game in a museum for
children. Different fillings result in different noises by shaking
the boxes. The same idea is behind the (non-action-based)

Fig. 1. A ”noisy game” in an exploratory installation for children.

serious game application being developed.
The aim of the investigation presented in the next sections

targets the evaluation and comparison of
• the memory capabilities of the visual and auditory modal-

ity;
• sound stimuli having different frequency content;
• different groups of users (male-female, young-old).
Section 2 introduces the methodology and the measurement

setup. In section 3, results will be presented, and section 4
discusses the findings. After the concluding remarks, the main
directions for future work will be highlighted.

II. MEASUREMENT SETUP

A. Game design

The memory game we have developed for the purposes of
this experiment relies on a scenario of matrix-arranged cards,
with the back of each card initially facing the user. In visual
mode, simple black-and-white icons are temporarily shown to
users as they flip two cards of their choosing in each round,
before the cards return to their original face-down position.
In audio-only mode, instead of visual images, short auditory
events are played back as the cards are flipped. These iconic
sound samples are about 2-4 seconds long each.

The goal of the game is to find matching pairs in each round,
by remembering the positions of previously overturned cards,
and to do this with the least number of errors (flips). Given that
the audio-only mode did not include visual stimuli, a red dot
was used to indicate the back of the card that was overturned
in each round until both auditory stimuli finished playing.
Note that although digital adaptations of this game for single
and multiplayer modes have been developed for different
platforms, all of them are based on visual representations only.
Our application is extended by a modality selector, a set of
auditory representations, and the automated logging of results.

Figure 2 shows all visual icons with the corresponding
audio sample names as well as their allocation into sub-
groups. Figure 3 shows an example screenshot of the game

Fig. 2. Summary of the visual and auditory representations on the 6x8
resolution. Yellow marked items are labeled as ”human sounds”, green marked
items are ”measurement signals”, and all others are everyday sounds called
”auditory icons”.

Fig. 3. Screen shot of the user interface during visual gameplay in 6x8
resolution (24 pairs).

in visual mode. In the case of a full HD resolution screen
(1080x1920), all cards have a resolution of 80x80 pixels. This
size is fixed for all gameplays, independent of the number
of cards. The game offers different resolutions from 5x2 up
to 6x8, in order to theoretically allow for the comparison
of performance as the number of pairs and scope of stimuli
types increases. In this experiment, however, only the highest
resolution of 6x8 (24 pairs) was used so as to remove the
effect of potential confounding factors, like learning effects
and/or under- or overrepresentation of stimuli types appearing
in multiple resolutions.

After each completed game, a log file was saved on the
device with the following records:

• User ID data (nickname, gender, and age);
• Date and time (for controlling later training sessions);
• Time in seconds needed for completing the game;
• Number of total flips (error rate over all pairs);
• Number of flips needed for each sound/icon to be paired.

subjects reported on a continuous scale. For example, a color
have to be recalled in form of selecting from a continuous
color palette. It was observed that with increasing set size, the
precision of representations decreased. They concluded that
subjects could store a continuous amount of information with
varying precision: even with set size greater than four items,
subjects are able to store more than four items in memory.

All models of the working memory suggest a capacity of
3–4 representations, but this capacity may also be limited
by the amount of information load in the display (stimulus
complexity) [29]–[32]. Nevertheless, it is possible that items
with higher complexity also have higher similarity leading to
greater errors.

Former results also showed capacity estimates to be in-
dividually different from 1 to 5 objects, furthermore, there
is also a large variability within subject in repeated trials
[33]. Interestingly, better memory performance was reported
when the display consisted of more meaningful stimuli than
meaningless images [34]. Moreover, it was demonstrated that
training in action video games and even in cognitive training
games can contribute to better memory capabilities [35]–[37].

D. Auditory memory

The number of objects or “chunks” humans can remember
is limited and depends on the used modality (audio only, visual
only, or mixed), presentation method, former training, etc.
Working memory refers to the ability to retain stimuli in mind
that are no longer physically present and to perform mental
operations on them. It allows the temporary storage of relevant
information and its task-dependent manipulation.

Regarding the subject of auditory memory, Kaiser summa-
rized the results of several relevant experiments from a neuro-
science point of view. Most of these studies have focused on
the short-term retention of acoustic information [38]. Auditory
memory has to do with the ability to remember words and
sounds and to recall information that was received verbally
[39], [40]. Zimmermann et al give a good overview of short-
term and long-term auditory memory capabilities in different
scenarios [41].

Memory capacity limits have been suggested to be “around
seven plus or minus two” under various circumstances not
limited to auditory tasks indicating a relatively low number
of items humans can recall using their memory [42]. Studies
show that recognition memory for sounds is usually inferior
to memory for visuals [43]–[48]. In [43] four experiments
were conducted to examine the nature of auditory and visual
memory, including an evaluation of the role of experience in
auditory and visual memory, supporting this finding. On the
other hand, Lehnert and Zimmer tested the short-term memory
of object locations in the auditory and visual modalities pure
and mixed, and found the same memory performance in mixed
and pure conditions with a very similar decline in performance
to the memory load manipulation [49]. They concluded that
locations of auditory and visual input are stored in common
memory.

Setti et al. compared blind subjects’ and sighted subjects’
performance using semantic and non-semantic sounds to verify
if semantic rather than non-semantic sounds could be better
recalled, as well as to see whether exposure to an auditory
scene could lead to enhanced memorization skills [50]. In the
study, semantic sounds were spatialized in order to reproduce
an audio scene. Results showed on the one hand that sighted
subjects performed better than blind participants following the
exploration of the semantic scene. More generally, although
both blind and sighted individuals showed similar audio spatial
memory skills, blind participants were found to focus more on
the perceived sound positions and less on the information that
they gathered on the location of individual items during their
initial exploration on of the scene. These findings suggest that
whereas visual experience allows the simultaneous processing
of multiple stimuli, auditory processing is much more sequen-
tial.

In a 2007 experiment, 100 students participated in a learning
task, where visual icons had to be associated and learned
together with their auditory counterparts [51]. The visual
stimuli appeared in two sets of 15 icons arranged in 3 columns
and 5 rows, sound stimuli were selected from a set of auditory
icons (having a semantic relationship with the visual icon) and
earcons. Results showed that participants made faster and more
correct matches between visual icons and auditory icons than
between visual icons and earcons. This suggests the superiority
of auditory icons over (non-familiar) earcons. It was also
suggested that localization may be a useful cue for learning
the associations between them, however, it was not conclusive.

Current studies reported experiments conducted with musi-
cians [52], [53]. Human communicative sounds could be de-
tected better than other sounds, especially in the case of speech
and human-generated vocal sounds. Similarly, song-like vocal
phrases can be remembered better, and musical training plays
a significant role. If rapid pip-tones were presented to subjects,
the auditory memory was found to be sensitive to repeating
audio structures [54].

The number of sound events and sonification methods is a
central problem of the user interface and the audio modeling
as well [55]–[61]. VR environments can influence auditory
memory performance based on the context-dependent repre-
sentation [62].

Connected to the “Sound of Vision” research project, a
serious game-based application has been developed for testing
memory capabilities [63], [64]. The game was the auditory-
only version of the memory game, where players have to
pair cards in a matrix arrangement (e.g. Matching Pairs, Find
the Pair, etc.). Preliminary results showed that users made
fewer pairing errors with familiar than with unfamiliar sounds.
However, the number of pairs can have a significant impact
on the results.

Generally, memory games test and train visual memory
in an entertaining way, using only visual modality. Figure 1
shows a real-world audio version of the game in a museum for
children. Different fillings result in different noises by shaking
the boxes. The same idea is behind the (non-action-based)

subjects reported on a continuous scale. For example, a color
have to be recalled in form of selecting from a continuous
color palette. It was observed that with increasing set size, the
precision of representations decreased. They concluded that
subjects could store a continuous amount of information with
varying precision: even with set size greater than four items,
subjects are able to store more than four items in memory.

All models of the working memory suggest a capacity of
3–4 representations, but this capacity may also be limited
by the amount of information load in the display (stimulus
complexity) [29]–[32]. Nevertheless, it is possible that items
with higher complexity also have higher similarity leading to
greater errors.

Former results also showed capacity estimates to be in-
dividually different from 1 to 5 objects, furthermore, there
is also a large variability within subject in repeated trials
[33]. Interestingly, better memory performance was reported
when the display consisted of more meaningful stimuli than
meaningless images [34]. Moreover, it was demonstrated that
training in action video games and even in cognitive training
games can contribute to better memory capabilities [35]–[37].

D. Auditory memory

The number of objects or “chunks” humans can remember
is limited and depends on the used modality (audio only, visual
only, or mixed), presentation method, former training, etc.
Working memory refers to the ability to retain stimuli in mind
that are no longer physically present and to perform mental
operations on them. It allows the temporary storage of relevant
information and its task-dependent manipulation.

Regarding the subject of auditory memory, Kaiser summa-
rized the results of several relevant experiments from a neuro-
science point of view. Most of these studies have focused on
the short-term retention of acoustic information [38]. Auditory
memory has to do with the ability to remember words and
sounds and to recall information that was received verbally
[39], [40]. Zimmermann et al give a good overview of short-
term and long-term auditory memory capabilities in different
scenarios [41].

Memory capacity limits have been suggested to be “around
seven plus or minus two” under various circumstances not
limited to auditory tasks indicating a relatively low number
of items humans can recall using their memory [42]. Studies
show that recognition memory for sounds is usually inferior
to memory for visuals [43]–[48]. In [43] four experiments
were conducted to examine the nature of auditory and visual
memory, including an evaluation of the role of experience in
auditory and visual memory, supporting this finding. On the
other hand, Lehnert and Zimmer tested the short-term memory
of object locations in the auditory and visual modalities pure
and mixed, and found the same memory performance in mixed
and pure conditions with a very similar decline in performance
to the memory load manipulation [49]. They concluded that
locations of auditory and visual input are stored in common
memory.

Setti et al. compared blind subjects’ and sighted subjects’
performance using semantic and non-semantic sounds to verify
if semantic rather than non-semantic sounds could be better
recalled, as well as to see whether exposure to an auditory
scene could lead to enhanced memorization skills [50]. In the
study, semantic sounds were spatialized in order to reproduce
an audio scene. Results showed on the one hand that sighted
subjects performed better than blind participants following the
exploration of the semantic scene. More generally, although
both blind and sighted individuals showed similar audio spatial
memory skills, blind participants were found to focus more on
the perceived sound positions and less on the information that
they gathered on the location of individual items during their
initial exploration on of the scene. These findings suggest that
whereas visual experience allows the simultaneous processing
of multiple stimuli, auditory processing is much more sequen-
tial.

In a 2007 experiment, 100 students participated in a learning
task, where visual icons had to be associated and learned
together with their auditory counterparts [51]. The visual
stimuli appeared in two sets of 15 icons arranged in 3 columns
and 5 rows, sound stimuli were selected from a set of auditory
icons (having a semantic relationship with the visual icon) and
earcons. Results showed that participants made faster and more
correct matches between visual icons and auditory icons than
between visual icons and earcons. This suggests the superiority
of auditory icons over (non-familiar) earcons. It was also
suggested that localization may be a useful cue for learning
the associations between them, however, it was not conclusive.

Current studies reported experiments conducted with musi-
cians [52], [53]. Human communicative sounds could be de-
tected better than other sounds, especially in the case of speech
and human-generated vocal sounds. Similarly, song-like vocal
phrases can be remembered better, and musical training plays
a significant role. If rapid pip-tones were presented to subjects,
the auditory memory was found to be sensitive to repeating
audio structures [54].

The number of sound events and sonification methods is a
central problem of the user interface and the audio modeling
as well [55]–[61]. VR environments can influence auditory
memory performance based on the context-dependent repre-
sentation [62].

Connected to the “Sound of Vision” research project, a
serious game-based application has been developed for testing
memory capabilities [63], [64]. The game was the auditory-
only version of the memory game, where players have to
pair cards in a matrix arrangement (e.g. Matching Pairs, Find
the Pair, etc.). Preliminary results showed that users made
fewer pairing errors with familiar than with unfamiliar sounds.
However, the number of pairs can have a significant impact
on the results.

Generally, memory games test and train visual memory
in an entertaining way, using only visual modality. Figure 1
shows a real-world audio version of the game in a museum for
children. Different fillings result in different noises by shaking
the boxes. The same idea is behind the (non-action-based)
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Fig. 1. A ”noisy game” in an exploratory installation for children.

serious game application being developed.
The aim of the investigation presented in the next sections

targets the evaluation and comparison of
• the memory capabilities of the visual and auditory modal-

ity;
• sound stimuli having different frequency content;
• different groups of users (male-female, young-old).
Section 2 introduces the methodology and the measurement

setup. In section 3, results will be presented, and section 4
discusses the findings. After the concluding remarks, the main
directions for future work will be highlighted.

II. MEASUREMENT SETUP

A. Game design

The memory game we have developed for the purposes of
this experiment relies on a scenario of matrix-arranged cards,
with the back of each card initially facing the user. In visual
mode, simple black-and-white icons are temporarily shown to
users as they flip two cards of their choosing in each round,
before the cards return to their original face-down position.
In audio-only mode, instead of visual images, short auditory
events are played back as the cards are flipped. These iconic
sound samples are about 2-4 seconds long each.

The goal of the game is to find matching pairs in each round,
by remembering the positions of previously overturned cards,
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Fig. 4. Example of the .json file for logging results. This user needed 52
flips and 134 seconds to complete the game in audio only mode. The cards
covering the impulse sounds were paired after 7 flips. Data can be easily
imported into Excel for statistical analysis.

Figure 4 shows an example log file with recorded data.

B. Participants

All participants were untrained in listening tests, had no
formal musical training or any significant gaming experience,
but were familiar with the basic idea of the game. No au-
diometric screening was applied. 40 subjects were included,
20 males and 20 females (mean age 28.85). Furthermore,
age groups were created and subjects were allocated to sub-
groups ”young” (20 subjects below 25) and ”old” (20 subjects
above 25). Upon finishing the games, participants were asked
informally to give feedback about the experiment (motivation,
difficulty, possible changes in the procedure, etc.).

C. Visual and auditory representations

Both visual icons and sound events are included in the
levels hierarchically. Every new level (resolution) contains
icons/signals from the previous level as well. Because the high-
est level (6x8) contains all the icons/sounds, it was selected as
the basic experiment. Sound events were recorded/generated
by the authors, or downloaded from public databases, followed
by post-processing. They were selected to represent a variety
of sound types, including human sounds, meaningless sounds
and everyday sounds. After compiling the sound data base,
visual icons were designed with semantic correlation where
possible.

D. Methodology

Listening tests were carried out in a silent but non-anechoic
room with supervision using the same mobile device (12.4
inch tablet). Users first were informed about the goal of the
experiment, but neither the icons nor the sound samples were
presented prior the game. All subjects played two games
under the exact same circumstances.The first round was always

a game in vision-only mode, followed by the audio-only
mode. Randomizing the order of modalities was considered,
but having the same conditions was considered to be more
important given the sample size of the experiment. Moreover,
we believe that since the auditory case included no visual
stimuli (other than the red dots mentioned previously), there
could have been no learning effects or other cross-effects
from the visual only mode which was presented to users first.
Subjects were instructed to do their best (minimizing the error
rate, thus, avoiding wrong flipping of the cards), but otherwise,
they were free to choose their gaming strategy and speed. In
case of 10 seconds of inactivity, the game would be aborted
automatically without logging the results. For maintaining mo-
tivation, subjects achieving optimal performance (completing
the game without errors) would get a ”perfect game” feedback.

E. Implementation details

In this subsection, we provide a brief summary of some of
the technical details of the implementation of the software,
both from a technology and algorithmic perspective.

1) Software environment: From a software perspective,
the memory game was implemented as a Progressive Web
Application (PWA) and shared on Amazon AWS S3. The
software was developed based on an application called “vue-
memory-game”, shared on Github through the MIT license (
https://github.com/leftstick/vue-memory-game ). We extended
this application with the following features:

• support for pre-defined wave files besides images;
• logging as detailed earlier;
• a “luck management” mechanism detailed in the next

subsection;
• a refined user interface.
2) Minimizing the impact of “lucky” initial flips: The

game consists of different levels (resolutions). The smallest
and easiest is a 5x2 grid with ten cards and 5 pairs to be
found. The smaller the resolution, the higher the likelihood
that pairs would be found based on pure luck. Finding pairs
just by clicking them by chance does not help in evaluating
memory capabilities. Although this probability significantly
decreases as the number of cards increases (and indeed, in this
experiment we used only the highest resolution), the developed
software included a correction of this effect of luck.

The algorithm works as follows. Let 2N be the number of
cards, thus N is the number of pairs. The main idea is that
upon initialization, the cards were not directly connected to the
icons/sounds yet – instead, in the first N/2 flips, an icon/sound
became associated with the card that was overturned upon
demand. In each of these first N/2 flips, the method ensured
that no two icons/sounds would be the same.

This method was continued until N/2 if N was even, or
(N/2)+1 if N was odd, ensuring that no pairing would be
possible until at least half of the icons/sounds were revealed.
After this point, the rest of the stimuli were randomly allocated
to the remaining cards.

It should be noted that this mechanism operated in a way
that was invisible to the users (who could still flip any card
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Fig. 5. Summarized results showing the mean flip values and variances for
every visual icon based on 40 participants’ gameplays.

in any location), but it guaranteed that for the first N/2 flips,
subjects could not accidentally stumble upon a pair without
actually relying on their short-term memory capabilities. Given
that the mechanism was also applied to each game in the same
way, this introduced no comparative bias into the game at any
point.

III. RESULTS

Evaluation of results was based on the number of flips
for the total game and for each individual icon/sound using
ANOVA and post-hoc analysis using Tukey HSD test. Tukey’s
HSDF tests all pairwise differences while controlling the
probability of making one or more Type I errors. Significance
level of 0.05 was set in all paired t-tests and corrected for
during the Tukey test.

A. Visual memory

Every participant played the visual-only game first. In order
to avoid feature load representations, object load solution was
selected. The visual icons (see Figure 2) were similar in size,
color and iconic representation. Furthermore, this approach is
a modified version of the usual change-detection tasks, where
an array of images were shown, but consecutively instead of
simultaneously. The statistical analysis showed no difference
among the 24 icons (F=0.49; p=0.978). Figure 5 shows de-
scriptive statistics for each icon based on 40 measurements.

Fig. 6. Summarized results showing the mean flip values and variances
for every sound based on 40 participants’ gameplays. Red numbers indicate
statistically significant difference within the group. The male, female voice
samples and the kiss sound could be recalled better than other sounds.

Among men, there was a large variability in individual
results. 8 out of 10 young and 1 out of 10 old subjects were
significantly better than the others. Among females, only one
young subject was better. For both genders, younger subjects
performed better: males have a mean of 137 (young) and
a mean of 193 (old) (F=25.37; p=8.58E-05); females have
a mean of 174 (young) and a mean of 193 (old) (F=6.62;
p=0.019). Comparing all males and all females, the mean of
males (169) is significantly better than the mean of females
(189) (F=4.99; p=0.031).

Although mean values of completion time seemed to be
quite different, the ANOVA did not support significant differ-
ence (246 sec. for males and 275 sec. for females).

B. Auditory memory

Every participant played the audio-only game after com-
pleting the visual modality. The audio samples were played
back in their entirety after subjects clicked on a given card.
Comparing the 24 audio samples, we found three sound
samples with the lowest mean values: male voice, female
voice, and kiss sound with mean flip numbers of 5.55; 5.45;
and 5.65, respectively. All other sounds have means in the
range of 6.30 to 7.98 (marked red in Figure 6).
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There is, however, no significant difference among these
three audio samples. Based on the Tukey-test there was no sig-
nificant difference among the everyday auditory icons either. It
is more important that five of the measurement signals, namely
the 1 and 5 kHz sine, click-train, sweep and the 1 kHz square
samples were outperformed by the other signals in many (but
not all) of the pairwise t-tests. There were significantly higher
error rates (number of flips) compared to auditory icons in 6-8
cases for each of these signals.

Among men, only 2 out of 20, and among females, only
1 out of 20 were significantly better than others. In case of
males, younger subjects made less errors than older subjects
(F= 16.15; p=0.0008), but there was no difference among
females. Comparing all males and all females, the mean of
males (161) was significantly better than the mean of females
(181) (F=7.61; p=0.0087).

Based on the mean completion times, males were signifi-
cantly faster (mean 440 sec.) than females (mean 491 sec.)
based on ANOVA (F=7.30; p=0,010).

Comparing results of all 40 participants between the audio
and visual modality, the mean number of flips was equal to 171
for audio-only, and 177 for vision-only. The statistical analysis
supported that there was no significant difference between the
two modalities (p=0.4).

IV. DISCUSSION

Testing the visual modality supported a-priori assumptions.
As expected, there was no difference among the different
visual icons, due to the similarity in size and color. The
average number of flips needed to find any of the pairs is
around 7. The main findings here are that males outperformed
females, and younger subjects outperformed older subjects.

There is a vast literature about comparing memory capabili-
ties of different modalities. When viewed together, most of the
prior studies focusing on the comparison of visual and auditory
memory under various circumstances offer no conclusive re-
sults as to one modality being superior to the other. Thus, while
a majority of previous experiments showed visual memory
to outperform memory in the auditory modality, e.g. [46],
[65]–[68]; several other papers reported no difference between
the two [69], [70]. In special cases, it has been shown that
memory scores could be even higher when processed through
the auditory modality in special cases, e.g., for children [71],
[72].

In the case of the study reported in this paper, results did not
support former findings that visual memory was more reliable
than the auditory modality. Comparing the means in Figure 5
and Figure 6, the mean number of flips were around 7 in the
case of audio samples as well. Significant improvements were
found only in the case of human sounds.

Although not supported by statistical evidence during the
paired t-tests in every case, measurement signals also tended
to be worse than other audio samples. We can speculate that
natural occurring sounds can be recalled and applied better,
which supports former findings reported in [51], [55]. It was
also expected that similarity would play a significant role.

Thus, there were two guitar samples (one distorted, the other
not) and three kinds of drum sounds. Furthermore, white
and pink noise, sinusoidal and square signals with the same
base frequency may have sounded similar, thus, they might
have been confused more often according to our expectation.
However, this was not supported by the results.

Comparing genders and age groups, males outperformed
females. Younger participants delivered better results, but only
for men. If we look at the individuals among men and women,
there are subjects who are significantly better than others.
Interestingly, the variability is greater in case of visual icons:
almost half of the males are better than the rest of the
group. For females, only 1-2 subjects performed better. This
difference between the genders is almost gone in the auditory
modality.

If we analyse the factor of age, note that the limit was set
to 25 years. Although half of the participants were above this
limit, the mean of the age is still low (most of them were below
35). We can assume that a better selection of participants,
including more elderly and partitioning them into more age
groups (i.e., below 25, between 25-45, above 45) would result
in a different outcome. A dedicated experiment is needed for
more conclusive results designed for testing the effect of age.

Another factor that was measured is completion time. The
two modalities could not be compared, as the mean time is
higher for the audio modality due to the playback times of the
audio samples. For a conclusive comparison, the visual game
should have been delayed after clicking and all sound samples
should have been exactly of the same length. Nevertheless,
if checking the differences between males and females in
the mean completion time in the audio modality, men were
significantly faster (F= 7.30; p=0.010).

As mentioned earlier, players are motivated to achieve a
”perfect game”. This occurs if the number of total flips is
minimal, all flipped cards could be recalled after the first
appearance. According to the informal feedback from the
subjects, it is a too difficult task in both modalities in the
case of 24 icons/samples. As a matter of fact, even the best
players were unable to complete perfect games if the number
of pairs exceeds 10 (4x5 resolution). Subjects reported that the
game is relatively easy up to 5-6 pairs, but becomes difficult
if it has more than 8 pairs.

A follow-up investigation was conducted using all avail-
able resolutions. The investigation highlighted the importance
of the participant selection process. Specifically, choosing
participants from a broader range of age groups and those
with diverse experience and training backgrounds can help
gather individuals with varying cognitive abilities. In addi-
tion, motivation and performance may vary depending on
the serious gaming scenario and the user interface used.
Comparing gamification methods with traditional memory
assessment techniques could reveal their respective advantages
and disadvantages in terms of efficiency. A detailed analysis
of the follow-up study is planned as future future work.
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V. CONCLUSIONS

This paper presented the results of an experiment on the
auditory and visual short-term memory in a serious game
application. 40 subjects played the memory game of ”finding
pairs” in a 6x8 resolution with 24 pairs of visual icons,
followed by 24 pairs of auditory representations. Based on the
number of total flips, results showed no significant difference
between the visual and auditory modalities. Nevertheless, in
audio-only mode, human sounds could be recalled the best,
followed by familiar everyday auditory icons and unfamiliar
measurement signals. Completion time could not be associated
with the results. Male and younger subjects delivered better
results, however, the age limit of 25-years must be increased,
and/or a more detailed set of participants is needed for a
conclusive outcome.

Future works include the involvement of different (lower)
resolutions, the use of mixed modality (audio and vision
together), dedicated sessions to test the effect of training and
the age of participants, as well as developing a crowdsourcing
module for unsupervised data collection.
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