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Abstract—In this article we propose a novel, free and open-
source model-based testing framework for finite state machine
specifications. The various model handling and test generation
options make the framework suitable for testing complex sys-
tems and provide a solid background for investigating different
automated test design methodologies. The complexity and fault
detection capabilities of the available algorithms are investigated
through analytical analyses and simulations applying randomly
injected faults.

Index Terms—model-based testing, conformance testing, finite
state machine, test generation algorithm

I. INTRODUCTION

In software development, testing is a critical, but often
resource-intensive process. Although test execution is auto-
mated in most big software companies, test design is typically
done manually, which – considering the rapidly changing
complex products – tends to be an ad-hoc, error-prone and
time-consuming approach. Model-based testing (MBT) turns
this costly and labour intensive task into an automated process.
In MBT, the requirements of the product are described as a
formal model and the test cases are derived automatically from
this model.

This article focuses on the MBT of Finite State Machine
(FSM) specifications [9], [18], [22], which have been exten-
sively used in different problem domains such as telecommuni-
cation software and protocols [16], [17], pattern matching [3],
hardware design [26], and embedded systems [8]. A number of
academic and commercial tools are developed to support MBT
[6], [19]. Commercial products for FSM-like specifications
include Conformiq Designer1 and Reactis Tester2, but these are
not open-source. GrapWalker (GW)3, fMBT4, and Modbat5 are
free and open-source FSM-based tools that are actively under
development. GW has an easy-to-use graphical user interface
(GUI), but test generation is mainly done by random traversals;
it lacks efficient systematic routing algorithms [30]. fMBT
generates test cases from converted Extended FSMs using
random and other heuristics to fulfill a given coverage (such as
permutations of consecutive elements). Modbat is specialized
to testing the application programming interface (API) of a
software [4], test cases can be generated by heuristic search.

In this article we present a new, free and open-source model-
based testing framework – called Model ≫ Test ≫ Relax
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(MTR) – for FSM specifications. With MTR the test engineer
can import specification models from GW, apply different
conversions on the model and generate tests. The variety
of systematic test generation algorithms and their different
settings provide the potential to the test engineer to balance
between quality aspects and the resources required for testing.

The body of the article is organized as follows. Section II
discusses related terms regarding FSMs and MBT. Section III
overviews the main functionalities of the MTR framework,
Section IV describes its working process. The different test
generation strategies are summarized in Section V, our new
algorithm created for N-Switch Coverage is also briefly dis-
cussed here. Section VI presents simulations for test generation
algorithms investigating the complexity of automated test
creation, the size and the fault coverage of the resulting test
suites. Possible future directions are discussed in Section VII,
the main results of the paper are concluded in Section VIII.

II. PRELIMINARIES

A. Finite State Machines
A Mealy Finite State Machine (FSM) M is a quadruple

M = (I,O, S, T ) where I , O, S and T are the finite and
non-empty sets of input symbols, output symbols, states and
transitions between states, respectively. Each transition t ∈ T
is a quadruple t = (sj , i, o, sk), where sj ∈ S is the start
state, i ∈ I is an input symbol, o ∈ O is an output symbol
and sk ∈ S is the next state. The number of states, inputs and
transitions are denoted by n, p and m, respectively.

An FSM can be represented with a state transition graph,
which is a directed labeled graph whose nodes and edges
correspond to the states and transitions, respectively. Each
edge is labeled with the input and the output, written as i/o,
associated with the transition.

FSM M is deterministic, if for each (sj , i) state-input pair
there exists at most one transition in T , otherwise it is non-
deterministic. If there is at least one transition t ∈ T for all
state-input pairs, the machine is said to be completely specified,
otherwise it is partially specified. In case of deterministic
FSMs the output and the next state of a transition can be given
as a function of the start state and the input of a transition,
where λ: S × I → O denotes the output function and δ:
S × I → S denotes the next state function. Let us extend
δ and λ from input symbols to finite input sequences I∗ as
follows: for a state s1, an input sequence x = i1, . . . , ik
takes the machine successively to states sj+1 = δ(sj , ij),
j = 1, . . . , k with the final state δ(s1, x) = sk+1, and
produces an output sequence λ(s1, x) = o1, . . . , ok, where
oj = λ(sj , ij), j = 1, . . . , k. An FSM M is strongly connected
iff for each pair of states (sj , sl), there exists an input
sequence which takes M from sj to sl.
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Two states, sj and sl of FSM M are distinguishable, iff
there exists an x ∈ I∗ input sequence – called a separating
sequence – that produces different output for these states, i.e.:
λ(sj , x) ̸= λ(sl, x). Otherwise states sj and sl are equivalent.
A machine is reduced, if no two states are equivalent.

An FSM M has a reset message, if there exists a special
input symbol r ∈ I that takes the machine from any state
back to the s0 initial state: ∃r ∈ I : ∀sj : δ(sj , r) = s0.
The reset is reliable if it is guaranteed to work properly
in any implementation machine Impl of M ; otherwise it
is unreliable. A machine with reset capability is strongly
connected, iff each state sj ∈ S is reachable from s0.

The Extended Finite State Machine (EFSM) is an extension
of the FSM formalism with variables, actions and guarding
conditions over variables.

B. Model-based testing

SpecificationFSM M

Requirements

Test suite

test case 1 test case n…

(a) Test generation

Comparator

Verdictexpected output

observed
outputinput

Test suite

Implementation
FSM Impl (SUT)

(b) Conformance testing

Figure 1. FSM model-based test generation and testing

The process of FSM model-based test generation is illus-
trated in Figure 1(a): From the requirements, an FSM M
specification model is created. Test cases – which are the pairs
of input sequences and expected output sequences of M – are
generated automatically from this model. A set of test cases
forms a test suite. The resulting test suite can be applied to
the System Under Test (SUT) which can be considered as
an Impl implementation machine of specification M with an
unknown internal structure, thus one can only observe its out-
put responses upon a given input sequence – see Figure 1(b).
Conformance testing checks if the observed output sequences
of Impl are equivalent to the expected output sequences
derived from M – i.e. it determines if Impl conforms to M .

Note that to connect the specification model to an actual
SUT, a source code, called adaptation code needs to be
created, that adapts the specification model to the SUT6. The
adaptation code implements each element of the specification
model as keywords. Such keywords are created for each
transition of the specification model. Utilizing the adaptation
code, one can transform abstract test cases into executable
ones to effectively test the SUT.

C. FSM Fault Models

Fault models describe the assumptions of the test engineer
about the implementation machine (s)he is about to test. For

6Sometimes it is also referred as ”glue code” as it glues the model and SUT
together. In some cases – based on the abstraction level of the specification
model and the applied testing tools – this adaptation code can be partially or
completely generated.

completely specified, deterministic FSMs the following three
types of faults were proposed [10]:

I. Output fault: for a given state-input pair, FSM Impl
produces an output that differs from the one specified
in machine M .

II. Transfer fault: for a given state-input pair, Impl goes into
a state that differs from the one specified in M .

III. Missing state or extra state
For non-deterministic and partially defined FSMs, the fault

model above was extended with the following [7]:
IV. Missing or additional transitions

A usual assumption made in literature is that the faults do
not increase the number of the states of the machine [18], thus
the fault models of Chow [10] and Bochmann et al. [7] are
typically restricted to output and transfer faults [18].

III. OVERVIEW OF THE MODEL ≫ TEST ≫ RELAX
FRAMEWORK

Figure 2. High level overview of Model ≫ Test ≫ Relax framework

Figure 2 presents a high level overview of the architecture
of the Model ≫ Test ≫ Relax (MTR) model-based
testing framework7. The user can import existing FSM or
EFSM models or generate random ones, and can also make
conversions on models (see Section IV-A). A wide range of
algorithms can be utilized for test suite generation (see Section
V) and an interface file can also be created that can be used
as a skeleton for adaptation code creation (see Section IV-C).
The parameters of the tool can be set by Command Line
Interface (CLI) or by configuration profiles. Note that three
different configuration profiles are delivered with the frame-
work, optimized for testing, research and education purposes,
respectively. Besides the generated test suite, the tool provides
the following files to evaluate the results:

• logs: Six verbosity levels can be selected.
• CSV file: Comma-separated values summarize the main

parameters of the model, in addition to the parameters
and the results of the selected test generation algorithm.

• Graphviz8 file: The models and the results of the applied
test generation method can be visualized using this file.

The framework was implemented in C++ using the
LEMON9 library.

7Model ≫ Test ≫ Relax. https://modeltestrelax.org/, https://gitlab.inf.
elte.hu/nga/ModelTestRelax

8Graphviz. Graph visualization software. https://graphviz.org/
9Library for Efficient Modeling and Optimization in Networks (LEMON),

http://lemon.cs.elte.hu
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IV. WORKING PROCESS OF THE
MODEL ≫ TEST ≫ RELAX FRAMEWORK

A. Model making and manipulations

1) Model import: The specification model is defined in a
JSON10 format that is similar11 to the one used by Graph-
Walker (GW). Thus, the user is able to create a model in the
GUI of GW Studio and import it to our framework.

2) Model generation: It is possible to generate random
FSMs with different parameters for simulation purposes.

3) Model conversions and manipulations: MTR provides
the following conversion options to manipulate models:

Figure 3. EFSM → FSM model conversion

• EFSM → FSM model conversion: For each possible state-
variable value combination (that can be reached within
the EFSM from the initial state considering the actions
and guarding conditions of transitions12) a distinct state
will be created in the converted FSM – see Figure 3.
The conversion results in the well-known state explosion
problem [18], but one can limit the range of variables.
FSM test generation methods can be applied on the
converted model and the adaptation keywords need to be
implemented only once for each transition of the EFSM
specification (parameterized by variables)13.

• Partially specified → completely specified conversion:
For each undefined state and input symbol pair a loop
transition is added without an output symbol.

• State minimization: Helps the design phase of the formal
specification by converting non-reduced machines into
reduced ones merging equivalent states.

• Add/remove reset: Add/remove reliable or unreliable reset
transitions to the model in one step.

• Error injection: Model-based mutation testing (MBMT)
[5] can be applied by injecting given number of random
transfer, output, missing or additional transition faults to
the model. With this functionality one can investigate
the fault detection capabilities of different test genera-

10JSON. https://www.json.org/
11There are some differences in the model handling of GW and MTR as GW

does not follow the (E)FSM formalism completely. Thus, some conversion is
required if one would like to import the model of GW into MTR, but this is
described in detail in the ”5.1.2. Editing models using GraphWalker Studio”
section of MTR User Guide.

12If some states cannot be reached – thus they are not added to the converted
model – then MTR displays a warning message.

13Note that an application example (OpenIddict) is delivered with MTR that
tests the main functionalities of the Oauth 2.0 [2] protocol using an EFSM
model and shows how the EFSM → FSM conversion and the testing on the
converted model works.

tion methods with simulations that apply the test suites
generated from unmodified models to modified models.

B. Test generation
The framework contains numerous algorithms for test suite

derivation with varying complexities and fault coverages en-
abling the test engineer to find an appropriate trade-off be-
tween resources allocated for the generation and execution of
tests and the quality of the SUT. The available methods are
described in Section V.

C. Test execution
MTR generates an interface file that contains the elements

of the model and can be used when writing the adaptation
code. The adaptation code should contain the following steps:

• STEP 1: Parse the next element of the test suite – that
consists of an input/output list – generated by MTR.

• STEP 2: Execute actions corresponding to the given
element of the input list.

• STEP 3: Check the result with assert if it corresponds to
the one that can be expected from the given element of
the output list.

Note that sample test projects are also delivered with the
framework14 which can be utilized as a base to understand the
modelling and adaptation code creation processes before one
creates an own test project. Each project contains the following
parts:

• An FSM or EFSM model that describes the specification
of the SUT.

• An adaptation code which implements each element of
the specification model.

• A SUT that is provided by an external link.
Also note that MTR provides an option to export the

generated test suites into GW and thus write the corresponding
adaptation code there.

V. TEST GENERATION ALGORITHMS

Table I summarizes the available test generation algorithms
in MTR and their main properties. A brief description is given
for all algorithms in the following subsections and simulation
results are presented in Section VI.

A. Random Walk (RW)
Random Walk (RW) starts from the initial state of the

machine and in each step a transition leading from the current
state is selected randomly and traversed entering a new state.
The former step is executed until a given stop condition –
the preset percentage of states or transitions have been visited
– is fulfilled. MTR also provides an option to set selection
probabilities for each transition of the model.

Although RW is unsuitable for the functional testing of
large-scale software (as the length of the test sequence is
not bounded and thus can be much longer than the optimal
solution) and for regression testing (due to the randomness of
transition traversals), it can be useful for exploratory testing
of a new functionality.

14These projects can be accessed in folder sample models / applications
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Algo. Model Complexity of test
generation

Complexity of test
suite

Structure of
test suite

Coverage and other
notes

RW FSM /
EFSM

Not bounded Not bounded 1 test sequence Given percentage
of state/transition
coverage (based on
stop condition).

AS FSM O(n2) O(m) 1 test sequence 100% state cover-
age

TT FSM O(n3 + m) O(m) 1 test sequence 100% state and
transition coverage.
Guarantees to find
output faults.

ATS FSM ATS0 (standard):
O(n3 + m),
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η < 2 · n

ATS0: O(m),
ATSa/x:
O(η · m),
η < 2 · n

1 test sequence
(with subparts)

100% state and
transition coverage.
Guarantees to find
output faults.

ATT FSM O(m(n3 +m)) O(m2) 1 test sequence
(with subparts)

100% state and
transition coverage.
Guarantees to find
output faults.

HSI FSM O(pθ+1 · n3) O(pθ+1·n3)
Structured test
suite with mul-
tiple test se-
quences

Guarantees to dis-
cover output and
transfer faults and
θ extra states.

H FSM O(pθ+1 · n3) O(pθ+1·n3)
Structured test
suite with mul-
tiple test se-
quences

Guarantees to dis-
cover output and
transfer faults and
θ extra states. Im-
provement of the
HSI-method

N-SC FSM O((N + 1) ·
m(k+1)(N+1)

, k = 0..N

O((N + 1) ·
mN+1)

1 test sequence Covers all topo-
logically possible,
consecutive N+1
transitions.

Table I
THE MAIN ASPECTS OF TEST GENERATION ALGORITHMS

B. All-State (AS)

The All-State (AS) test generation method produces a test
sequence that visits every state of a deterministic, strongly
connected15 FSM at least once. It applies the Nearest Neigh-
bour (NN) heuristic [15] which searches in each step for the
closest unvisited state until such state exists.

The AS test generation has O(n2) time complexity, the
length of the generated test sequence is O(m).

C. Transition Tour (TT)

The Transition Tour (TT) [23] algorithm generates the short-
est test sequence that visits all transitions of a deterministic,
strongly connected15 FSM at least once, then returns to the
initial state.

The problem of creating the test sequence above was re-
duced to the Directed Chinese Postman Problem (DCPP) [12]
with unit costs for the edges of graph G (where G corresponds
to specification machine M ). The related algorithm [12], [20],
[25] consists of the following two parts:

I. Augmenting the original graph G by duplicating some
edges to make it Eulerian graph GE .

II. Finding an Euler tour over GE .
The time complexity of TT test generation and the length

of the resulting test sequence is O(n3 + m) and O(m), re-
spectively. The generated test sequence guarantees to discover
all output faults, but does not guarantee to find transfer faults.

D. All-Transition-State (ATS)

The All-Transition-State (ATS) algorithm [31] creates a test
suite for deterministic, strongly connected15 FSMs that fulfills
the first two formal conditions of the ATS criteria [13]:

15If reset transitions exist, MTR applies them in the test suite only if the
strongly connected assumption cannot be fullfilled without them.

I. For all t transitions: The test suite should cover at least
one walk that contains t and then reaches all states of M .

II. There has to be at least one walk to all states which does
not include transition t (if feasible).

The ATS algorithm uses a preamble part responsible for
traversing all transitions of FSM M first, then a postamble
part responsible for traversing all states of M to fulfill both
conditions, but on different graphs. These different graphs
include the state transition graph of the specification FSM M
and its subgraphs, where some t transitions are filtered out.
The preamble part is realized using the TT algorithm without
returning to the initial state at the end and the postamble part
applies the NN heuristic [15] which searches in each step for
the closest unvisited state until such state exists.

There are 3 different versions of the ATS algorithm:
1. Standard version (ATS0),
2. Iterative version without iteration limit (ATSa),
3. Iterative version with iteration limit (ATSx).
The three versions of the algorithm differ in how condition

II can be fulfilled. The user has the choice to find a trade-
off between coverage and the overall length of the test suite.
ATS0 has a total complexity of O(n3 + m) and an O(m)
overall length for the test suite [31]. ATSa and ATSx have a
total complexity of O(η(n3 + m)), where η < 2 · n and the
total length of the resulting test suite is O(η · m) [31]. The
generated test sequence guarantees to discover all output faults
and to find most of transfer faults [31].

E. All-Transition-Transition (ATT)

This algorithm is the naive implementation of the first two
conditions of the All-Transition-Transition (ATT) criteria [13]:

I. For all t transitions: The test suite should cover at least
one walk that contains t and then reaches all transitions
of the FSM.

II. There has to be at least one walk to all transitions which
does not include transition t (if feasible).

For condition I, the ATT algorithm uses a preamble part that
traverses all transitions of the FSM, then a postamble part that
traverses all transitions of the machine again. Condition II can
be fulfilled in a similar way, but the preamble part is applied
on different filtered graphs of the specification.

The complexity of ATT test generation and the length of
the test sequence is O(m ·(n3+m)) and O(m2), respectively.

F. Harmonized State Identifiers (HSI)

In this algorithm, the Harmonized State Identifiers (HSI)
state verification method [21], [27] is applied to create a struc-
tured test suite for reduced, deterministic, strongly connected
FSMs with reliable reset16 capability [29]. The algorithm
contains the following main parts:

• A state cover set (SCS) Q = {q0, . . . , qn−1} that is used
for reaching all states; the problem was reduced to create
a spanning tree from the s0 initial state.

16If the model has unreliable resets, then MTR generates a distinct test suite
first, that checks if all reset transitions are implemented in the SUT properly.
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of the FSM.
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does not include transition t (if feasible).

For condition I, the ATT algorithm uses a preamble part that
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on different filtered graphs of the specification.
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and to find most of transfer faults [31].

E. All-Transition-Transition (ATT)

This algorithm is the naive implementation of the first two
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I. For all t transitions: The test suite should cover at least
one walk that contains t and then reaches all transitions
of the FSM.

II. There has to be at least one walk to all transitions which
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For condition I, the ATT algorithm uses a preamble part that
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be fulfilled in a similar way, but the preamble part is applied
on different filtered graphs of the specification.

The complexity of ATT test generation and the length of
the test sequence is O(m ·(n3+m)) and O(m2), respectively.
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In this algorithm, the Harmonized State Identifiers (HSI)
state verification method [21], [27] is applied to create a struc-
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• A separating family of sequences of Z responsible for
verifying end states. The Z set is a collection of sets
Zj , j = 0, . . . , n − 1 of sequences (one set for each
state) where for every non-identical pair of states sj , sl
there exists a separating sequence. In our implementation,
the Z set is represented with a spanning forest over an
auxiliary state pair graph, the edges of which are directed
to state pairs that have a separating input.

Based on the parts discussed above, the algorithm consists
of two stages. The first stage identifies all states of the FSM
and the second stage checks all remaining transitions. The
resulting algorithm is the generalization of the W [10] and Wp
[14] methods and it guarantees to find all output and transfer
faults of FSM Impl.

The total length of the resulting test suite and the complexity
of test generation is O(p · n3) [29]. By extending the method
above it will also guarantee to find θ given number of extra
states in the implementation, resulting O(pθ+1·n3) complexity.

G. H-method

The H-method [11] creates a test suite for reduced, de-
terministic, strongly connected FSMs with reliable reset16.
The resulting test suite guarantees to discover all output and
transfer faults and preset θ number of extra states in Impl.

Just like the HSI-method, the H-method also uses a Q SCS
to travel to states that need to be verified. It also uses Har-
monized State Identifiers for state identification and transition
checking, but instead of using predetermined state identifiers,
it selects the appropriate ones on-the-fly, thus shortening the
test suite.

The algorithm consists of 4 stages:
• STAGE 1: Let the test suite be the SCS sequences,

extended by every possible θ + 1 long permutation of
the input symbols.

• STAGE 2: For each two sequences u and v of the SCS
Q, check if the test suite has sequences uw and vw such
that w distinguishes the states δ(s0, u) and δ(s0, v). If
there are no such sequences, select an appropriate w and
add uw and vw to the test suite.

• STAGE 3: For each sequence uα where u is in the SCS
Q, and α is a sequence of the input symbols with a length
up to θ+1, and a v sequence which is also in the SCS Q,
check if the test suite has sequences uαw and vw such
that w distinguishes the states δ(s0, uα) and δ(s0, v). If
there are no such sequences, select an appropriate w and
add uαw and vw to the test suite.

• STAGE 4 (if θ > 0): For each sequence uα where u is
in the SCS Q, and α is a sequence of the input symbols
with a length up to θ + 1, and for each uβ where β is
a prefix of α, check if the test suite has sequences uαw
and uβw such that w distinguishes the states δ(s0, uα)
and δ(s0, uβ). If there are no such sequences, select an
appropriate w and add uαw and uβw to the test suite.

The complexity of the test generation and the resulting test
suite is O(pθ+1 · n3) [28].

Note that although the original paper [11] mentioned that
the length of the test suite depends on the order in which

transitions are checked, no corresponding method is described
for this. MTR proposes different strategies for processing
transitions. We found that the most effective solution is that
when the transitions are sorted by input symbols that produce
the most diverse output symbols (i.e. the algorithm prefers
input symbols in processing that are able to separate more
states), the results presented in Section VI apply this approach.

H. N-Switch Coverage (N-SC)

N -Switch Coverage (N -SC) [10] covers all topologically
possible, consecutive N + 1 transitions of reduced, deter-
ministic, strongly connected FSMs. Note that article [10]
only introduced the criteria that need to be fulfilled, but no
corresponding algorithm had been given and to the best of
our knowledge there still hasn’t been published any.

Thus, we created a new heuristic algorithm for N -SC, that
takes N and a k iteration limit (scaling from 0 to N ) as input
parameters and briefly works as follows:

STEP 1: Initialization:
• Set test sequence ts as empty: ts := {}.
• Set current state to the initial state: sc := s0.
• Create an ordered list L = ζ1...ζK for all possible,

consecutive N +1 transitions (including loop transitions)
in FSM M . Mark all ζ1...ζK ∈ L elements as uncovered.

• Initialize the next element of L to be covered: ζn := {}.
STEP 2: Covering N + 1 transitions: Repeat until all

elements of L are marked as covered:
• STEP 2.1: Select an ζx element of L that is marked as

uncovered and for which its sy start state is the nearest17

from the sc current state: ζn := ζx.
– If sc ̸= sy: Add the sc → sy path into ts. sc := sy .

• STEP 2.2: Add the next transition t = (sj , i, o, sl) of ζn

to ts. Set sc to the end state of t: sc := sl.
• STEP 2.3: Check if ζn is covered:

– If yes:
∗ STEP 2.3.1: Mark the element in L corresponding

to ζn as covered.
∗ STEP 2.3.2: Check with k iteration limit if a ζi ele-

ment of L marked as uncovered is partially covered
with the last k steps, i.e. the first k elements of ζi
is covered with the last k transitions in ts:
· If yes: ζn := ζi and continue with STEP 2.2.
· Otherwise: continue with STEP 2.

– If no:
∗ Continue with STEP 2.2

Note that by changing iteration limit k, one can create a
trade-off between the length of the resulting test sequence and
the test generation time.

List L contains maximum O(mN+1) elements each one
with a length of N + 1, thus the length of the resulting
test sequence is O((N + 1) · mN+1). STEP 2 iterates over
all elements of L and for each element, STEP 2.2 adds test
sequences with N + 1 length. STEP 2.3.2 checks partially
covered elements with O(mk·(N+1)) worst case complexity,

17This can be found by breadth-first search from sc.

INFOCOMMUNICATIONS JOURNAL, VOL. XVI, NO. 2, 2024 5

• A separating family of sequences of Z responsible for
verifying end states. The Z set is a collection of sets
Zj , j = 0, . . . , n − 1 of sequences (one set for each
state) where for every non-identical pair of states sj , sl
there exists a separating sequence. In our implementation,
the Z set is represented with a spanning forest over an
auxiliary state pair graph, the edges of which are directed
to state pairs that have a separating input.

Based on the parts discussed above, the algorithm consists
of two stages. The first stage identifies all states of the FSM
and the second stage checks all remaining transitions. The
resulting algorithm is the generalization of the W [10] and Wp
[14] methods and it guarantees to find all output and transfer
faults of FSM Impl.

The total length of the resulting test suite and the complexity
of test generation is O(p · n3) [29]. By extending the method
above it will also guarantee to find θ given number of extra
states in the implementation, resulting O(pθ+1·n3) complexity.

G. H-method

The H-method [11] creates a test suite for reduced, de-
terministic, strongly connected FSMs with reliable reset16.
The resulting test suite guarantees to discover all output and
transfer faults and preset θ number of extra states in Impl.

Just like the HSI-method, the H-method also uses a Q SCS
to travel to states that need to be verified. It also uses Har-
monized State Identifiers for state identification and transition
checking, but instead of using predetermined state identifiers,
it selects the appropriate ones on-the-fly, thus shortening the
test suite.

The algorithm consists of 4 stages:
• STAGE 1: Let the test suite be the SCS sequences,

extended by every possible θ + 1 long permutation of
the input symbols.

• STAGE 2: For each two sequences u and v of the SCS
Q, check if the test suite has sequences uw and vw such
that w distinguishes the states δ(s0, u) and δ(s0, v). If
there are no such sequences, select an appropriate w and
add uw and vw to the test suite.

• STAGE 3: For each sequence uα where u is in the SCS
Q, and α is a sequence of the input symbols with a length
up to θ+1, and a v sequence which is also in the SCS Q,
check if the test suite has sequences uαw and vw such
that w distinguishes the states δ(s0, uα) and δ(s0, v). If
there are no such sequences, select an appropriate w and
add uαw and vw to the test suite.

• STAGE 4 (if θ > 0): For each sequence uα where u is
in the SCS Q, and α is a sequence of the input symbols
with a length up to θ + 1, and for each uβ where β is
a prefix of α, check if the test suite has sequences uαw
and uβw such that w distinguishes the states δ(s0, uα)
and δ(s0, uβ). If there are no such sequences, select an
appropriate w and add uαw and uβw to the test suite.

The complexity of the test generation and the resulting test
suite is O(pθ+1 · n3) [28].

Note that although the original paper [11] mentioned that
the length of the test suite depends on the order in which

transitions are checked, no corresponding method is described
for this. MTR proposes different strategies for processing
transitions. We found that the most effective solution is that
when the transitions are sorted by input symbols that produce
the most diverse output symbols (i.e. the algorithm prefers
input symbols in processing that are able to separate more
states), the results presented in Section VI apply this approach.

H. N-Switch Coverage (N-SC)

N -Switch Coverage (N -SC) [10] covers all topologically
possible, consecutive N + 1 transitions of reduced, deter-
ministic, strongly connected FSMs. Note that article [10]
only introduced the criteria that need to be fulfilled, but no
corresponding algorithm had been given and to the best of
our knowledge there still hasn’t been published any.

Thus, we created a new heuristic algorithm for N -SC, that
takes N and a k iteration limit (scaling from 0 to N ) as input
parameters and briefly works as follows:

STEP 1: Initialization:
• Set test sequence ts as empty: ts := {}.
• Set current state to the initial state: sc := s0.
• Create an ordered list L = ζ1...ζK for all possible,

consecutive N +1 transitions (including loop transitions)
in FSM M . Mark all ζ1...ζK ∈ L elements as uncovered.

• Initialize the next element of L to be covered: ζn := {}.
STEP 2: Covering N + 1 transitions: Repeat until all

elements of L are marked as covered:
• STEP 2.1: Select an ζx element of L that is marked as

uncovered and for which its sy start state is the nearest17

from the sc current state: ζn := ζx.
– If sc ̸= sy: Add the sc → sy path into ts. sc := sy .

• STEP 2.2: Add the next transition t = (sj , i, o, sl) of ζn
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17This can be found by breadth-first search from sc.
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resulting in O((N + 1) ·m(k+1)·(N+1)) test generation com-
plexity18.

VI. SIMULATION RESULTS

The simulations were executed on servers running an
Ubuntu 22.04.2 LTS operating system with 4 GB memory
and one core of a shared AMD EPYC 7763 64-core CPU
with 2445 MHz clock frequency.

Strongly connected, reduced, completely specified, deter-
ministic random FSMs with reliable reset capability were
generated with MTR in different Scenarios to investigate the
performance of the algorithms – see Table II.
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Scenario 3 5 100 5 5 10 fault cov.
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18In case of completely specified, deterministic FSMs, L contains
O(pN+1) elements, thus the complexity of the test sequence and test
generation is O((N+1)·pN+1) and O((N+1)·p(k+1)·(N+1)), respectively.

Scenario 1 investigates the time required for test generation
and the overall length of the test sequences in function of the
number of states in the specification machine.

Figure 4 shows the test generation time for RW (both with
100% state and 100% transition coverage), AS, TT, ATS
(with ATS0 standard version), ATT, HSI (with θ = 0), H
(with θ = 0), 1-SC (with k = 1) and 2-SC (with k = 2)
algorithms19. Figure 5 shows the overall length of the resulting
test sequences for the same settings.

As expected, the test generation time of 1-SC, 2-SC and
ATT is the longest. The complexity of TT and ATS0 test
generation is around the cubic function of the number of the
states. The test generation complexity is less than the theoretic
cubic upper limit in case of the HSI and the H method because
each member of the separating family of sequences typically
consists of a test sequence with a length of 1 or 2 instead of
the theoretical worst case of n − 1 length. The H performs
better as it is an improvement of the HSI. AS solves a much
easier problem to visit all states with NN that is reflected in
its complexity. The test generation time of RW is the least
as it only selects a transition randomly and checks the stop
condition at each step.

The length of the test suite is the shortest in case of AS, that
only visit states with NN. The size of the test suite is a linear
function of the number of states in case of TT and ATS0. The
ones generated by the HSI and H are significantly bigger as
in this case the test suite systematically checks all states and
verifies the end states of the remaining transitions, although
they are much shorter than the theoretic upper limit due to
the reason discussed previously. Its size is between 1-SC and
2-SC and the improvement of the H over HSI can be clearly
seen. The ATT performs the worst as in each step it tries to
create a transition adjacent walk before visiting all transitions.

B. Fault coverage investigations
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In Scenarios 2 and 3 the fault coverage of test suites gen-
erated by different algorithms is investigated with randomly
injected transfer faults20. Each data point in these scenarios

19ATT runs out memory above 1050 states, 2-SC is investigated only up
to 1025 states as its execution time grows rapidly.

20Transfer faults are selected for investigations because of the reasons
described in Section II-C and the fact that output faults are guaranteed to
be found by algorithms that traverse all transitions of the specification FSM.

TABLE II
Investigated scenarios

INFOCOMMUNICATIONS JOURNAL, VOL. XVI, NO. 2, 2024 6

resulting in O((N + 1) ·m(k+1)·(N+1)) test generation com-
plexity18.

VI. SIMULATION RESULTS

The simulations were executed on servers running an
Ubuntu 22.04.2 LTS operating system with 4 GB memory
and one core of a shared AMD EPYC 7763 64-core CPU
with 2445 MHz clock frequency.

Strongly connected, reduced, completely specified, deter-
ministic random FSMs with reliable reset capability were
generated with MTR in different Scenarios to investigate the
performance of the algorithms – see Table II.

Number of states
ID min. max. size of

step
Density
/ |I|

|O| simulation
goal

Scenario 1 5 2000 5 5 10 complexity
Scenario 2 5 100 5 5 2 fault cov.
Scenario 3 5 100 5 5 10 fault cov.

Table II
INVESTIGATED SCENARIOS

A. Complexity investigations

0 500 1000 1500 2000

Number of states

10
-5

10
-3

10
-1

10
1

10
3

10
5

D
u
ra

ti
o
n
 (

s
e
c
o
n
d
s
)

RW-transition

RW-state

AS

TT

ATS0

ATT

HSI

H

1-SC

2-SC

Figure 4. Scenario 1: Test generation time

0 500 1000 1500 2000

Number of states

10
0

10
2

10
4

10
6

10
8

T
e
s
t 
s
e
q
u
e
n
c
e
 l
e
n
g
th

RW-transition

RW-state

AS

TT

ATS0

ATT

HSI

H

1-SC

2-SC

Figure 5. Scenario 1: Test sequence length

18In case of completely specified, deterministic FSMs, L contains
O(pN+1) elements, thus the complexity of the test sequence and test
generation is O((N+1)·pN+1) and O((N+1)·p(k+1)·(N+1)), respectively.

Scenario 1 investigates the time required for test generation
and the overall length of the test sequences in function of the
number of states in the specification machine.

Figure 4 shows the test generation time for RW (both with
100% state and 100% transition coverage), AS, TT, ATS
(with ATS0 standard version), ATT, HSI (with θ = 0), H
(with θ = 0), 1-SC (with k = 1) and 2-SC (with k = 2)
algorithms19. Figure 5 shows the overall length of the resulting
test sequences for the same settings.

As expected, the test generation time of 1-SC, 2-SC and
ATT is the longest. The complexity of TT and ATS0 test
generation is around the cubic function of the number of the
states. The test generation complexity is less than the theoretic
cubic upper limit in case of the HSI and the H method because
each member of the separating family of sequences typically
consists of a test sequence with a length of 1 or 2 instead of
the theoretical worst case of n − 1 length. The H performs
better as it is an improvement of the HSI. AS solves a much
easier problem to visit all states with NN that is reflected in
its complexity. The test generation time of RW is the least
as it only selects a transition randomly and checks the stop
condition at each step.

The length of the test suite is the shortest in case of AS, that
only visit states with NN. The size of the test suite is a linear
function of the number of states in case of TT and ATS0. The
ones generated by the HSI and H are significantly bigger as
in this case the test suite systematically checks all states and
verifies the end states of the remaining transitions, although
they are much shorter than the theoretic upper limit due to
the reason discussed previously. Its size is between 1-SC and
2-SC and the improvement of the H over HSI can be clearly
seen. The ATT performs the worst as in each step it tries to
create a transition adjacent walk before visiting all transitions.

B. Fault coverage investigations

10 20 30 40 50 60 70 80 90 100

Number of states

850

900

950

1000

N
u

m
b

e
r 

o
f 

fa
u

lt
s
 d

e
te

c
te

d

TT

ATS0

ATT

HSI/H/1-SC/2-SC

Figure 6. Scenario 2: Number of discovered faults

In Scenarios 2 and 3 the fault coverage of test suites gen-
erated by different algorithms is investigated with randomly
injected transfer faults20. Each data point in these scenarios

19ATT runs out memory above 1050 states, 2-SC is investigated only up
to 1025 states as its execution time grows rapidly.

20Transfer faults are selected for investigations because of the reasons
described in Section II-C and the fact that output faults are guaranteed to
be found by algorithms that traverse all transitions of the specification FSM.
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In Scenarios 2 and 3 the fault coverage of test suites gen-
erated by different algorithms is investigated with randomly
injected transfer faults20. Each data point in these scenarios

19ATT runs out memory above 1050 states, 2-SC is investigated only up
to 1025 states as its execution time grows rapidly.

20Transfer faults are selected for investigations because of the reasons
described in Section II-C and the fact that output faults are guaranteed to
be found by algorithms that traverse all transitions of the specification FSM.
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In Scenarios 2 and 3 the fault coverage of test suites gen-
erated by different algorithms is investigated with randomly
injected transfer faults20. Each data point in these scenarios

19ATT runs out memory above 1050 states, 2-SC is investigated only up
to 1025 states as its execution time grows rapidly.

20Transfer faults are selected for investigations because of the reasons
described in Section II-C and the fact that output faults are guaranteed to
be found by algorithms that traverse all transitions of the specification FSM.
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Figure 7. Scenario 3: Number of discovered faults

is obtained by 1000 simulation runs; in each simulation a
single transition fault is injected into a distinct random FSM
with given parameters and it is observed how many times
from these 1000 distinct cases do the algorithms discover the
fault. The results for FSMs with 2 and 10 output symbols
are presented in Figures 6 and 7, respectively21. As expected
H, HSI, 1-SC and 2-SC discovered all 1000 transfer faults
regardless of the number of states. The ATS0 and ATT
algorithms perform just a little worse and TT gives results that
can still be acceptable depending on the application domain.
In Scenario 3 there are more possible output symbols than
in Scenario 2, thus the fault coverage of the test generation
algorithms increases, but the trends are similar.

C. SIP UAC registration example

Simulations were also performed to investigate the overall
length and the fault coverage of the generated test suites for the
specification machine presented in Figure 8 which describes
the SIP (Session Initiation Protocol) [1] registration process
of the User Agent Client22.

NotRegistered

AwaitRegResponse

USER.init 
/ REGISTER

403 Forbidden 
/ USER.notdone

404 Not Found 
/ USER.notdone

400 Invalid Request 
/ USER.notdone

423 Interval Too Brief
/ REGISTER

      Response timeout / REGISTER

401 Unauthorized
/ REGISTER

Registered

200 OK
/ USER.done

Registration timeout
 / REGISTER

AwaitDeregResponse

USER.exit
/ REGISTER 

 200 OK
  / USER.done

 Response timeout
/ USER.done

Figure 8. FSM for the registration process of the SIP user agent client

The overall length of the test sequence generated by AS,
TT, ATS0, ATT, HSI (with θ = 0), H (with θ = 0), 1-SC
(with k = 1) and 2-SC (with k = 2) is 3, 19, 47, 65, 32, 32,
76 and 372 transitions, respectively.

21Note that the results of AS algorithm are not presented in the figures to
be able to discover the fault coverage of more robust algorithms precisely.
In Scenario 2 AS discovers only 85-184 faults at and below 20 states and
206-256 faults at and above 25 states. In Scenario 3 AS finds 136-222 faults
at and below 20 states and 202-261 faults at and above 25 states.

22Here only the signaling level was considered; a description about how
this FSM can be constructed from the related call-flows is presented in [24].

As the machine contains 4 states and 12 transitions, 12·(4−
1) = 36 diverse transition faults are possible. Thus, 36 faulty
models were created and the fault coverage of the different
test suites was investigated. The AS and TT were able to find
6 and 33 faults, respectively. The ATS0, ATT, HSI, H, 1-SC
and 2-SC were able to discover all 36 possible faults.

VII. FUTURE WORKS

We have the following plans for future MTR enhancements.
First, we would like to introduce incremental test generation

algorithms which identify the effects of changes in the test
suite derived from a previous system specification and only
update those parts that are necessary. Thus, test generation
time can be significantly reduced and different testing goals
(such as regression testing, sanity testing) can be clearly
isolated from each other.

We also plan to extend our framework to handle Commu-
nicating Finite State Machine models and timers which are
essential in reliable communication protocols.

As a long term goal, we would like to apply some upper
level logic which based on input data – the structure of the
specification model, the problem domain, the testing goals and
the resources allocated for testing – can automatically propose
a test suite that best suits the needs of the test engineer.

VIII. CONCLUSION

In the current article, we introduced a novel model-based
testing framework that can be used in the systematic testing
of complex software in diverse problem domains such as
infocommunications. The framework offers a wide range of
model conversion and test generation options.

The test criteria and test coverage can be fine-tuned by
selecting a given test generation algorithm and its parameters.
The related algorithms were summarized, and a new heuristic
test generation algorithm for the N-Switch Coverage Criteria
[10] has also been presented. The complexity of test generation
and the size of the resulting test suite for the implemented test
generation algorithms were investigated via analytical worst
case complexity calculations and by empirical analyses. The
fault coverage of the generated tests was also observed by sim-
ulations. The results let the test engineer find an appropriate
trade-off between sources allocated for test execution and the
coverage of tests depending on testing goals.
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level logic which based on input data – the structure of the
specification model, the problem domain, the testing goals and
the resources allocated for testing – can automatically propose
a test suite that best suits the needs of the test engineer.

VIII. CONCLUSION

In the current article, we introduced a novel model-based
testing framework that can be used in the systematic testing
of complex software in diverse problem domains such as
infocommunications. The framework offers a wide range of
model conversion and test generation options.

The test criteria and test coverage can be fine-tuned by
selecting a given test generation algorithm and its parameters.
The related algorithms were summarized, and a new heuristic
test generation algorithm for the N-Switch Coverage Criteria
[10] has also been presented. The complexity of test generation
and the size of the resulting test suite for the implemented test
generation algorithms were investigated via analytical worst
case complexity calculations and by empirical analyses. The
fault coverage of the generated tests was also observed by sim-
ulations. The results let the test engineer find an appropriate
trade-off between sources allocated for test execution and the
coverage of tests depending on testing goals.
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