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Abstract—Modern technologies are now essential to make 
the educational process more mobile, informative and versatile. 
The digitization of the educational institution, taking advantage 
of the opportunities provided by the Internet, provides an 
opportunity to exchange the accumulated experience and 
knowledge, and provides access to information for everyone. 
The mandatory introduction of online education due to 
COVID-19 has accelerated the development of digital education. 
The main direction in the development of education is moving 
towards modern online courses, which are already being used 
successfully. A comprehensive concept is needed to ensure that 
all IT used for learning, education and training is seamless, free 
of barriers and closed ecosystems. In connection with the above 
findings this article first introduces the model and of Internet 
of Digital Education (IoDE), describes the principles of IoDE, 
and then summarize the cognitive aspects and VR relations. The 
purpose of this article is to help readers recognize the IoDE as a 
whole and predict future trends in IoDE development.
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As modern infocommunication technologies become more 
prevalent, we are moving towards a new digital world 

characterized by multi-modal entangled combination of IT 
with human and social cognitive systems [1]. The Internet and 
several 3D technology as virtual reality (VR), augmented real-
ity (AR), mixed reality together with artificial intelligence (AI), 
and 5G networks are becoming ubiquitous technologies that af-
fect society as a whole [2]. The impact of modern infocommu-
nication technologies on the digital society is expected to lead 
to a qualitatively new kind of digital activities [3]. The concept 
of Internet of Digital Reality (IoD) as a set of network and re-
lated technologies for the management, of Digital Realities also 
have an impact on future forms of life, work and education [1].
 As a result of the technologies mentioned above, educa-
tion is undergoing major changes in recent decades and still is. 
Students now use different mental models to collect, process, 
and analyze data [4]. Greater emphasis will be placed on im-
age-based information, scanned reading and responsive online 
communication [5][6][7]. They also use differen learning styles 
that include the ability to obtain information from groups and 
communities within online networking connections.

I. Introduction

II.  Importance and Principles of IoDE
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augmented reality (AR), mixed reality together with artificial
intelligence (AI), and 5G networks are becoming ubiquitous
technologies that affect society as a whole [2]. The impact of
modern infocommunication technologies on the digital society
is expected to lead to a qualitatively new kind of digital
activities [3]. The concept of Internet of Digital Reality (IoD)
as a set of network and related technologies for the
management, of Digital Realities also have an impact on
future forms of life, work and education [1].

As a result of the technologies mentioned above,
education is undergoing major changes in recent decades and
still is. Students now use different mental models to collect,
process, and analyze data [4]. Greater emphasis will be placed
on image-based information, scanned reading and responsive
online communication [5][6][7]. They also use different

1Attila Kovari is with the Institute of Digital Technology, Faculty of
Informatics, Eszterházy Károly Catholic University, Eger, Hungary
(kovari.attila@uni-eszterhazy.hu) and GAMF Faculty of Engineering and
Computer Sciences, John von Neumann University, Kecskemet, Hungary.

learning styles that include the ability to obtain information
from groups and communities within online networking
connections.

Modern technologies are now essential for the
educational process to become more mobile, informative and
versatile [8]. The digitization of the educational institution,
using the opportunities provided by the Internet, provides an
opportunity to exchange the accumulated experience and
knowledge, and provides access to personalized information
for all [9]. The digital transformation of universities means not
only the introduction of IT solutions, but also the optimization
of existing business processes, which makes them more
flexible and “user-friendly” and can give the university greater
popularity among students [10].

Presumably, in the near future, artificial intelligence
will gain more and more ground in education, paper textbooks
will largely disappear and the methodology of education will
be transformed [11]. The main direction in the development of
education is moving towards online courses, which are already
being used successfully [12] [13]. A third major direction of
technological change is simulators and virtual reality, which
are becoming more widespread and can be used to teach a
variety of skills and disciplines [14-20].
A comprehensive concept is needed to ensure that all IT

used for learning [21-24], education and training is seamless
[25-27], free of barriers and closed ecosystems. In connection
with the above findings this article first introduces the
importance and describes the principles of IoDE, present the
model, then, and then summarize the cognitive aspects and VR
relations.
For all IT tools used in learning, education and training to

work seamlessly, without barriers and closed systems, a
comprehensive approach is needed. The aim of the paper is to
help readers to fully understand IoDE and to define the
requirements of IoDE.

II. IMPORTANCE AND PRINCIPLES OF IODE
The IoDE concept is a system for facilitating learning and

teaching processes based on the interconnection of the internet
and digital education. The term is based on the analogy of the
Internet of Things (IoT) [28-33], which refers to the
interconnection of various devices and systems via the
Internet.
The importance of the concept can be interpreted in several

ways:
Access: IoDE enables people around the world to access a

variety of digital educational content, facilitating learning and
skills development.
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Flexibility: Teaching over the Internet makes the learning
process more flexible and personalised, allowing learners to
move at their own pace and choose topics that suit their
interests.
Resource sharing: the IoDE facilitates the sharing of

learning materials, resources and tools between teachers and
students, thus increasing the quality and efficiency of
education.
Interactive learning: Internet-based digital education gives

students the opportunity to learn new skills in an interactive
way, for example through virtual labs, games or simulations.
Connected world: the IoDE facilitates global collaboration

in education, allowing students and teachers to share
experiences and knowledge with each other, no matter where
they are in the world.
In summary, the importance of the Internet of Digital

Education concept lies in its ability to effective education,
increase learning efficiency and enable global collaboration to
disseminate knowledge. In the field of IoDE, the principles
include efficiency, personalization, and a focus on
self-education, which reflect the innovation trends of today's
digital education that can be supported by the IoDE concept.

A. Effectiveness
It aims to introduce and apply new technological solutions

to improve learning. The IoDE concept requires effective
packaging and distribution of content between different actors.
Effective IoDE based on individual approach to the overall
organization of training, ensures interactivity, mobility and
flexibility.

B. Put in context
Technology provides effective learning when we put things

in context and it is led by a teacher. The use of technology
needs to be placed in a context that meets the goals of
education, we need to know how to find the answers using
technology.

C. Consistency
An effective IoDE must offer a training ecosystem that

provides a system of educational resources that combines the
needs of students, universities, and companies interested in
training so that the relationship between training opportunities
is clear and traceable.

D. Internet and AI
The data processing capability of artificial intelligence and

the connections provided by the Internet can bring many
benefits to learning. For example, if as much data as possible
is available, we can learn more from analyzing the information
obtained from the analysis of that data. AI algorithms can
extract and compare data from different learning
environments, for example, to show which activities provide
the most effective learning, the best results. These may include
learning management systems, interactive learning
environments, or even educational games, but not necessarily
educational games that can enable data-rich learning through
play. The importance of the information provided by the data

is based on the fact that it can be used to plan and implement a
personalized learning and teaching process that can optimize
the level of competence of students with their learning
activities.

E. Personalization
IoDE systems must ensure that the principle of

one-size-fits-all content prevails over the principle of equal
content for all learners, which is typical of the traditional
education system. Adaptive learning systems driven by
artificial intelligence provide an opportunity to consider
formal and informal learning opportunities in addition to
students' level of knowledge. The intelligent learning system
adapts the teaching process and teaching materials to the
individual learning speed of the students, highlighting the key
concepts of the given curriculum and encouraging the learner
to focus on the content of the curriculum that has not yet been
mastered.

F. High level of self and AI assisted learning
The application of artificial intelligence in online learning

has recently become an important new issue and method.
Learning driven by artificial intelligence is of paramount
importance in supporting self-directed learning, and this is
partly consistent with teaching a human through machine
control.

G. Interoperability
There is a need for standards that include requirements for

providers of educational information technology programs that
can ensure that technology is independent of devices and
ecosystems and is fully interoperable [38]. This avoids that
learners can only complete the learning activity in a given
IoDE system, and effective learning is easily interoperable
between systems, which is a prerequisite for the effective
implementation of the IoDE concept. Some of the more
significant standards related to learning are summarized in
Figure 1.

Fig. 1. Standards for learning, education and training [38]Fig. 1.  Standards for learning, education and training [38].
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H. Data security
In addition, data security and privacy must be guarantee for

digital learning.

III. GENERALIZED MODEL OF IODE
IoDE aims to provide a comprehensive approach to making

teaching and learning processes more efficient and effective in
the digital age, using the opportunities offered by the internet
[34-36]. From the perspective of the IoDE model, an
environment can be created for learners and educators to
achieve personalized teaching and learning, taking into
account individual goals, by interweaving the Internet and
digital education. Based on the above, the IoDE model is
shown in Fig. 2.

Fig. 2. Generalized model of IoDE

The model must reflect the methodologies shown in Figure
2, with particular regard to generations and learning styles. or
early learners, IoDE can incorporate interactive and visually
engaging content that aligns with their developmental stage.
This includes intuitive interfaces, gamification, and
multimedia resources that cater to their limited attention span
and developing cognitive abilities. In case of school-age
children, IoDE can offer more structured learning paths with a
mix of interactive activities and educational content.
Customization to accommodate varying learning speeds and
styles is crucial, as is the integration of collaborative tools for
peer interaction. For teenagers, IoDE can focus on more
advanced, subject-specific content. This age group benefits
from a blend of autonomy in learning and guided pathways.
Tools for self-assessment, forums for discussion, and
resources for project-based learning are particularly effective.
Adult education through IoDE should focus on flexibility and
relevance. This includes modular courses, career-oriented
content, and resources that accommodate various life
commitments. Adult learning often emphasizes practical,
skill-based education that can be directly applied in the
workplace.
IoDE can offer comprehensive curriculum and resources for

parents and students engaged in home schooling. It provides
access to diverse educational materials, interactive tools, and
community forums for collaboration and support. In
vocational training, IoDE can be instrumental in providing
practical, skills-based learning through simulations,
instructional videos, and interactive modules, catering to
specific industry needs. IoDE enhances online education by
offering a broad range of courses and resources accessible
from anywhere. This includes MOOCs (Massive Open Online
Courses), webinars, and virtual classrooms. IoDE plays a

crucial role in making education more accessible and
inclusive. It breaks down geographical and physical barriers,
provides resources for learners with disabilities, and offers
content in multiple languages to cater to a global audience.
As summarized above, a proposed detailed model for the

Internet of Digital Education (IoDE) is built around the main
elements and factors listed in Figure 3 and details are
summarized in Table I.

Fig. 3. Main factors of IoDE

TABLE I
MAIN ELEMENTS AND FACTORS OF IODE

Factors Details
Efficiency Implementing and using new technologies to

improve learning
Use of new technologies to introduce new
technologies and technologies for the delivery
of training

Contextualization Using technology in a context that is consistent
with educational objectives
Empowering teachers to help students find
answers through technology

Consistency Creating a training ecosystem that combines the
needs of students, universities, and interested
companies
Clarity and traceability of links between
training opportunities

Internet and AI Leveraging the computing capabilities and
benefits of AI and internet connectivity for
learning
Using AI algorithms to extract and compare
data from different learning environments
Using data to design and implement
personalized learning and teaching processes

Personalization Preference for personalized, universal content
over content that is the same for all learners
AI-driven adaptive learning systems that take
into account formal and informal learning
opportunities
Adapting the learning process and teaching
materials to individual learning speeds
High levels of autonomous and AI-assisted
learning
AI-driven learning is paramount in supporting
autonomous learning, partly in line with
machine-driven instruction

Interoperability Establishing prescriptive standards for
education IT software providers

III.  Generalized Model of IoDE
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Easy and efficient interoperability of effective
learning between systems

Data Security Ensuring data security and privacy for digital
learning participants

Continuous
Improvement

Regular updates and refinements of IoDE
systems based on user feedback and
technological developments
Encouraging collaboration between educators,
researchers, and technology providers

Accessibility Ensuring IoDE systems are accessible to
learners of different abilities, backgrounds, and
learning preferences
Application of inclusive design principles to
promote equitable learning experiences

Digital Literacy Teaching digital literacy skills to students,
educators, and administrators
Developing training programs and resources to
support the development of digital literacy
Incorporating AI-driven assessment and
evaluation tools to measure student progress
and learning outcomes
Using data-driven insights to inform
instructional design and curriculum
development

Collaboration and
Community

Building a sense of community between
learners and educators in the IoDE environment
Using technology to facilitate collaboration,
communication, and peer support

Scalability Designing IoDE systems to be scalable and
adaptable to meet growing user numbers and
changing needs
Encouraging the use of IoDE solutions in
different educational environments

Ethical
Considerations

Addressing ethical issues related to AI in
education, such as bias, fairness, and
transparency
Developing guidelines and rules to ensure
responsible AI integration in the IoDE
ecosystem

The IoDE model and concept brings several innovations to
education compared to other concepts. IoDE develops
education using digital technologies and the Internet, allowing
learners and teachers to access educational materials and
resources quickly and easily. Focusing education on
collaboration. The IoDE concept can indirectly contribute,
through the opportunities provided by the Internet, to enabling
learners to progress adaptively at their own pace under flexible
conditions. Taking advantage of global teaching-learning
opportunities can increase efficiency [37-39].

IV. COGNITIVE ASPECTS OF IODE
The cognitive aspects of the Internet of Digital Education

(IoDE) relate to the ways of learning, cognitive development
and knowledge acquisition supported by technology and
AI-driven solutions. The main cognitive aspects are:

A. Personalization
IoDE systems adapt to individual learning speeds, preferences
and knowledge levels, ensuring a personalised learning
experience.

B. Contextualization:
Technology is applied in a context that is consistent with
educational goals, helping learners make meaningful
connections and better understand complex concepts.

C. Interactivity
IoDE promotes active participation, allowing learners to
interact with content and collaborate with peers and
instructors, resulting in deeper understanding and improved
problem-solving skills.

D. Independent learning
AI-assisted learning supports independent learning, helping
students to achieve their own goals and define their own
development path.

The importance of the cognitive aspects in the context of the
Internet of Digital Education (IoDE) can be attributed to a
number of factors. A personalized learning experience
facilitates the individual development and progress of learners,
taking into account their different abilities, interests and prior
knowledge. A contextualization helps learners to understand
and apply newly acquired knowledge to real-life situations,
increasing the effectiveness of learning. Interactivity and
active participation foster learners' critical thinking,
problem-solving skills and deeper understanding of concepts.
The independent learning promotes learners' self-activity and
responsibility for their own learning process, which has a
positive impact on motivation and achievement in the long
term.
Taking cognitive aspects into account allows learning

processes to be made more flexible to better adapt to learners'
changing needs and circumstances. Equal access and equal
opportunities: taking into account the cognitive aspects of
IoDE promotes equal access and equal opportunities in
learning by providing all learners with the opportunity to
benefit from an optimal learning environment.
Overall, the importance of the cognitive aspects lies in their

ability to enable more effective, personalised and flexible
learning experiences, facilitating learners' success and
progress in IoDE systems.

V. VR IN THE CONCEPT OF IODE
Virtual Reality can be used in the context of the cognitive

aspects of IoDE as a tool to further enhance learning
effectiveness, provide students with a deeper understanding
and personalized learning experiences that support individual
development. The linking of virtual reality (VR) to the
concept of IoDE mainly focusing on the following aspects:

- Immersive learning experiences: VR allows learners
to be fully immersed in a virtual environment that
provides rich, interactive and realistic experiences
during the learning process.

- Practical application: VR allows learners to try out
and practise newly acquired knowledge in a safe and
controlled environment, contributing to a more
effective acquisition of skills and competences.

- Customizability and adaptability: VR environments
are easily customizable and adapt to learners'
individual needs, prior knowledge and learning pace,
facilitating a personalized learning experience.

IV.  Cognitive Aspects of IoDE

V.  VR in the concept of IoDE
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individual needs, prior knowledge and learning pace,
facilitating a personalized learning experience.

- Remote collaboration: VR enables learners and
educators to collaborate and interact with each other
despite any geographical distance, facilitating global
collaboration and communication.

- Facilitated contextualisation: VR can be particularly
useful in presenting complex or difficult-to-access
concepts, phenomena and situations, helping learners
to understand the context and apply knowledge to
real-life situations.

- Maintaining motivation and interest: the exciting and
interesting learning experiences provided by VR can
increase learners' motivation and interest in the
subject matter.

By combining VR and IoDE, it creates an immersive and
interactive learning environment for both students and
teachers, which significantly enhances the learning experience
and the effectiveness of teaching. The introduction of VR
technology on IoDE platforms allows for more visualisation of
learning materials and increased learner engagement. The use
of virtual reality in education facilitates distance learning and
global collaboration, allowing students to access learning
materials and tutor support anywhere and anytime. Combining
VR and IoDE in education also contributes to supporting
students with special needs. Instruction in virtual reality helps
to better serve different learning styles and abilities, as well as
offer learning experiences tailored to the individual needs of
students. The combination of IoDE and VR allows for the
continuous development and innovation of educational
processes using new methods and tools. For educators,
teaching in virtual reality opens up new opportunities for
teaching and learning that more effectively encourage students
to be creative, collaborative and problem-solving. Therefore,
the link between virtual reality and the Internet of Digital
Education can make a significant contribution to improving
the learning experience, teaching methods and individual
development in the field of education.

VI. REQUIREMENTS FOR IMPLEMENTATION OF IODE
The challenges of the 21st century require creative and

innovative thinking and a changing division of labor between
workers and machines as a result of the spread of artificial
intelligence [39]. Digital competencies are gaining in value,
bringing to the fore the knowledge, skills and attitudes that
people can use to achieve their goals effectively [40][41].
Digital skills focus on the technological, communication,
information and multimedia aspects that lead to consciously
effective action to create value [42] [43].

Important changes are taking place in the areas of
intelligent manufacturing, fully virtualized interfaces, and
remote control devices. Future professionals need to have
different competencies than before, so they need to be
developed. The increasingly complex interaction of people

with modern technologies will bring significant changes. The
field of cognitive infocommunication [44] will become even
more important, in which digital competencies
problem-solving, creativity and collaboration [45-48],
effective communication [49] and study results [50],
emotional intelligence [51-53], BigData [54], 3D [55], VR
[56] or effective use of modern digital devices [57-59]. In
addition, human-computer interfaces (HCIs) such as
eye-tracking [60-62] or brain-computer interfaces (BCIs) [63]
can be an alternative possibility to analyze the effectiveness of
different cognitive processes.
The need to combine advanced technological and soft skills

requires the use of educational environments and
methodologies that are based on the integration of multiple
disciplines, allowing the emergence of IoDE applications. The
application of IoDE can effectively improve digital
development of competencies in the Internet, learning by
integrating spaces and educational experiences that can lead to
effective competence development.
The most basic digital competencies of current learners

have already developed to a greater extent, as they have grown
up in the digital environment since childhood. Virtual online
learning environments are already available to students and
many technological opportunities are not yet fully exploited,
we are witnessing an incredible transformation of educational
environments that lay the foundations for digital educational
institutions and digital universities. The days, activities,
communication and interactions of a significant part of the
students and already the teachers with the outside world take
place largely through the Internet. Learning styles are also
changing and changing, with students now using different
methods of data collection and processing than they did 10-20
years ago. Image and video-oriented information, scanned
reading, and information from multiple sources that have
developed a different learning style in students come to the
fore. These all predict the effective use of IoDE.
The development of ICT enables the introduction of many

innovative teaching techniques and methodologies in distance
learning, also in the case of flipped classroom or hybrid
learning techniques.
It can also be seen from the above that an essential

condition for effective IoDE is that the technology is available
at the right level, in the right number and with the right
support in the educational institution. Of course, this is not
available in all institutions and at the same level, not only in
terms of digital technology tools, but also in terms of the
knowledge, methodology, useful experience, ideas and
elaborated curricula needed to use them. Understanding of
digitization and its transformative effects, developing and
integrating a digital switchover strategy, and exploiting the
potential of IoDE are key factors in implementing effective
IoDE.
In summary, the main requirements for effective IoDE

implementation are:
- in general, the institution should be aware of digitization

and its transformative effects, understand the role of
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By combining VR and IoDE, it creates an immersive and
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teachers, which significantly enhances the learning experience
and the effectiveness of teaching. The introduction of VR
technology on IoDE platforms allows for more visualisation of
learning materials and increased learner engagement. The use
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students with special needs. Instruction in virtual reality helps
to better serve different learning styles and abilities, as well as
offer learning experiences tailored to the individual needs of
students. The combination of IoDE and VR allows for the
continuous development and innovation of educational
processes using new methods and tools. For educators,
teaching in virtual reality opens up new opportunities for
teaching and learning that more effectively encourage students
to be creative, collaborative and problem-solving. Therefore,
the link between virtual reality and the Internet of Digital
Education can make a significant contribution to improving
the learning experience, teaching methods and individual
development in the field of education.

VI. REQUIREMENTS FOR IMPLEMENTATION OF IODE
The challenges of the 21st century require creative and

innovative thinking and a changing division of labor between
workers and machines as a result of the spread of artificial
intelligence [39]. Digital competencies are gaining in value,
bringing to the fore the knowledge, skills and attitudes that
people can use to achieve their goals effectively [40][41].
Digital skills focus on the technological, communication,
information and multimedia aspects that lead to consciously
effective action to create value [42] [43].

Important changes are taking place in the areas of
intelligent manufacturing, fully virtualized interfaces, and
remote control devices. Future professionals need to have
different competencies than before, so they need to be
developed. The increasingly complex interaction of people

with modern technologies will bring significant changes. The
field of cognitive infocommunication [44] will become even
more important, in which digital competencies
problem-solving, creativity and collaboration [45-48],
effective communication [49] and study results [50],
emotional intelligence [51-53], BigData [54], 3D [55], VR
[56] or effective use of modern digital devices [57-59]. In
addition, human-computer interfaces (HCIs) such as
eye-tracking [60-62] or brain-computer interfaces (BCIs) [63]
can be an alternative possibility to analyze the effectiveness of
different cognitive processes.
The need to combine advanced technological and soft skills

requires the use of educational environments and
methodologies that are based on the integration of multiple
disciplines, allowing the emergence of IoDE applications. The
application of IoDE can effectively improve digital
development of competencies in the Internet, learning by
integrating spaces and educational experiences that can lead to
effective competence development.
The most basic digital competencies of current learners

have already developed to a greater extent, as they have grown
up in the digital environment since childhood. Virtual online
learning environments are already available to students and
many technological opportunities are not yet fully exploited,
we are witnessing an incredible transformation of educational
environments that lay the foundations for digital educational
institutions and digital universities. The days, activities,
communication and interactions of a significant part of the
students and already the teachers with the outside world take
place largely through the Internet. Learning styles are also
changing and changing, with students now using different
methods of data collection and processing than they did 10-20
years ago. Image and video-oriented information, scanned
reading, and information from multiple sources that have
developed a different learning style in students come to the
fore. These all predict the effective use of IoDE.
The development of ICT enables the introduction of many

innovative teaching techniques and methodologies in distance
learning, also in the case of flipped classroom or hybrid
learning techniques.
It can also be seen from the above that an essential

condition for effective IoDE is that the technology is available
at the right level, in the right number and with the right
support in the educational institution. Of course, this is not
available in all institutions and at the same level, not only in
terms of digital technology tools, but also in terms of the
knowledge, methodology, useful experience, ideas and
elaborated curricula needed to use them. Understanding of
digitization and its transformative effects, developing and
integrating a digital switchover strategy, and exploiting the
potential of IoDE are key factors in implementing effective
IoDE.
In summary, the main requirements for effective IoDE

implementation are:
- in general, the institution should be aware of digitization

and its transformative effects, understand the role of

5
> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) <

individual needs, prior knowledge and learning pace,
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despite any geographical distance, facilitating global
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- Facilitated contextualisation: VR can be particularly
useful in presenting complex or difficult-to-access
concepts, phenomena and situations, helping learners
to understand the context and apply knowledge to
real-life situations.

- Maintaining motivation and interest: the exciting and
interesting learning experiences provided by VR can
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By combining VR and IoDE, it creates an immersive and
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teachers, which significantly enhances the learning experience
and the effectiveness of teaching. The introduction of VR
technology on IoDE platforms allows for more visualisation of
learning materials and increased learner engagement. The use
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despite any geographical distance, facilitating global
collaboration and communication.

- Facilitated contextualisation: VR can be particularly
useful in presenting complex or difficult-to-access
concepts, phenomena and situations, helping learners
to understand the context and apply knowledge to
real-life situations.

- Maintaining motivation and interest: the exciting and
interesting learning experiences provided by VR can
increase learners' motivation and interest in the
subject matter.

By combining VR and IoDE, it creates an immersive and
interactive learning environment for both students and
teachers, which significantly enhances the learning experience
and the effectiveness of teaching. The introduction of VR
technology on IoDE platforms allows for more visualisation of
learning materials and increased learner engagement. The use
of virtual reality in education facilitates distance learning and
global collaboration, allowing students to access learning
materials and tutor support anywhere and anytime. Combining
VR and IoDE in education also contributes to supporting
students with special needs. Instruction in virtual reality helps
to better serve different learning styles and abilities, as well as
offer learning experiences tailored to the individual needs of
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continuous development and innovation of educational
processes using new methods and tools. For educators,
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condition for effective IoDE is that the technology is available
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terms of digital technology tools, but also in terms of the
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individual needs, prior knowledge and learning pace,
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educators to collaborate and interact with each other
despite any geographical distance, facilitating global
collaboration and communication.

- Facilitated contextualisation: VR can be particularly
useful in presenting complex or difficult-to-access
concepts, phenomena and situations, helping learners
to understand the context and apply knowledge to
real-life situations.

- Maintaining motivation and interest: the exciting and
interesting learning experiences provided by VR can
increase learners' motivation and interest in the
subject matter.

By combining VR and IoDE, it creates an immersive and
interactive learning environment for both students and
teachers, which significantly enhances the learning experience
and the effectiveness of teaching. The introduction of VR
technology on IoDE platforms allows for more visualisation of
learning materials and increased learner engagement. The use
of virtual reality in education facilitates distance learning and
global collaboration, allowing students to access learning
materials and tutor support anywhere and anytime. Combining
VR and IoDE in education also contributes to supporting
students with special needs. Instruction in virtual reality helps
to better serve different learning styles and abilities, as well as
offer learning experiences tailored to the individual needs of
students. The combination of IoDE and VR allows for the
continuous development and innovation of educational
processes using new methods and tools. For educators,
teaching in virtual reality opens up new opportunities for
teaching and learning that more effectively encourage students
to be creative, collaborative and problem-solving. Therefore,
the link between virtual reality and the Internet of Digital
Education can make a significant contribution to improving
the learning experience, teaching methods and individual
development in the field of education.
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at the right level, in the right number and with the right
support in the educational institution. Of course, this is not
available in all institutions and at the same level, not only in
terms of digital technology tools, but also in terms of the
knowledge, methodology, useful experience, ideas and
elaborated curricula needed to use them. Understanding of
digitization and its transformative effects, developing and
integrating a digital switchover strategy, and exploiting the
potential of IoDE are key factors in implementing effective
IoDE.
In summary, the main requirements for effective IoDE
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digitization and provide appropriate support;
- the institution should plan ahead, its application should be

an important goal in its vision and strategic plan, the staff and
faculty of the institution should be involved and support the
transformation, and proper communication is essential;
- the institution should support those at the forefront of

transformation, help and support the testing of new and
innovative working methods, including the provision of IT
professional support;
- take advantage of the systemic and community-level

opportunities provided by IoDE to increase the effectiveness
of education and to adapt to modern forms of learning;
- students and staff should be kept up to date with the

technological and methodological potential of IoDE.

VII. CONCLUSION
The nature of education known today is facing a significant

change due to the emergence of advanced technologies.
Higher education institutions compete for students, play an
important role in this competition, and have the potential to
benefit from advanced digital communication technologies
based on the Internet and methodologies based on them in
education.
University leaders need to recognize that there is an

increasing need to modernize their education systems and
processes, and to transform their pedagogical, teaching
methodology, and curriculum, subject, and thematic practices.
Institutions develop unique plans and strategies, try to
introduce unique digital solutions in order to take advantage of
the opportunities provided by advanced technologies, but the
most effective solutions do not necessarily come to the fore
during the implementation. Resources devoted to the
development of ICT systems do not always bring the desired
results. The present study approaches the exploitation of the
Internet-based potential of digital education through the
conceptual definition of the digital framework introduced with
the introduction of IoDE.
IoDE ecosystem connects students, teachers, and other

cognitive entities, digital education systems using the
combinations of most relevant technologies and data that
create a higher-level functional integration to achieve
higher-level learning efficiency. This could be one of the
foundations for the successful educational institutions of the
future.
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individual needs, prior knowledge and learning pace,
facilitating a personalized learning experience.

- Remote collaboration: VR enables learners and
educators to collaborate and interact with each other
despite any geographical distance, facilitating global
collaboration and communication.

- Facilitated contextualisation: VR can be particularly
useful in presenting complex or difficult-to-access
concepts, phenomena and situations, helping learners
to understand the context and apply knowledge to
real-life situations.

- Maintaining motivation and interest: the exciting and
interesting learning experiences provided by VR can
increase learners' motivation and interest in the
subject matter.

By combining VR and IoDE, it creates an immersive and
interactive learning environment for both students and
teachers, which significantly enhances the learning experience
and the effectiveness of teaching. The introduction of VR
technology on IoDE platforms allows for more visualisation of
learning materials and increased learner engagement. The use
of virtual reality in education facilitates distance learning and
global collaboration, allowing students to access learning
materials and tutor support anywhere and anytime. Combining
VR and IoDE in education also contributes to supporting
students with special needs. Instruction in virtual reality helps
to better serve different learning styles and abilities, as well as
offer learning experiences tailored to the individual needs of
students. The combination of IoDE and VR allows for the
continuous development and innovation of educational
processes using new methods and tools. For educators,
teaching in virtual reality opens up new opportunities for
teaching and learning that more effectively encourage students
to be creative, collaborative and problem-solving. Therefore,
the link between virtual reality and the Internet of Digital
Education can make a significant contribution to improving
the learning experience, teaching methods and individual
development in the field of education.

VI. REQUIREMENTS FOR IMPLEMENTATION OF IODE
The challenges of the 21st century require creative and

innovative thinking and a changing division of labor between
workers and machines as a result of the spread of artificial
intelligence [39]. Digital competencies are gaining in value,
bringing to the fore the knowledge, skills and attitudes that
people can use to achieve their goals effectively [40][41].
Digital skills focus on the technological, communication,
information and multimedia aspects that lead to consciously
effective action to create value [42] [43].

Important changes are taking place in the areas of
intelligent manufacturing, fully virtualized interfaces, and
remote control devices. Future professionals need to have
different competencies than before, so they need to be
developed. The increasingly complex interaction of people

with modern technologies will bring significant changes. The
field of cognitive infocommunication [44] will become even
more important, in which digital competencies
problem-solving, creativity and collaboration [45-48],
effective communication [49] and study results [50],
emotional intelligence [51-53], BigData [54], 3D [55], VR
[56] or effective use of modern digital devices [57-59]. In
addition, human-computer interfaces (HCIs) such as
eye-tracking [60-62] or brain-computer interfaces (BCIs) [63]
can be an alternative possibility to analyze the effectiveness of
different cognitive processes.
The need to combine advanced technological and soft skills

requires the use of educational environments and
methodologies that are based on the integration of multiple
disciplines, allowing the emergence of IoDE applications. The
application of IoDE can effectively improve digital
development of competencies in the Internet, learning by
integrating spaces and educational experiences that can lead to
effective competence development.
The most basic digital competencies of current learners

have already developed to a greater extent, as they have grown
up in the digital environment since childhood. Virtual online
learning environments are already available to students and
many technological opportunities are not yet fully exploited,
we are witnessing an incredible transformation of educational
environments that lay the foundations for digital educational
institutions and digital universities. The days, activities,
communication and interactions of a significant part of the
students and already the teachers with the outside world take
place largely through the Internet. Learning styles are also
changing and changing, with students now using different
methods of data collection and processing than they did 10-20
years ago. Image and video-oriented information, scanned
reading, and information from multiple sources that have
developed a different learning style in students come to the
fore. These all predict the effective use of IoDE.
The development of ICT enables the introduction of many

innovative teaching techniques and methodologies in distance
learning, also in the case of flipped classroom or hybrid
learning techniques.
It can also be seen from the above that an essential

condition for effective IoDE is that the technology is available
at the right level, in the right number and with the right
support in the educational institution. Of course, this is not
available in all institutions and at the same level, not only in
terms of digital technology tools, but also in terms of the
knowledge, methodology, useful experience, ideas and
elaborated curricula needed to use them. Understanding of
digitization and its transformative effects, developing and
integrating a digital switchover strategy, and exploiting the
potential of IoDE are key factors in implementing effective
IoDE.
In summary, the main requirements for effective IoDE

implementation are:
- in general, the institution should be aware of digitization

and its transformative effects, understand the role of
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individual needs, prior knowledge and learning pace,
facilitating a personalized learning experience.

- Remote collaboration: VR enables learners and
educators to collaborate and interact with each other
despite any geographical distance, facilitating global
collaboration and communication.

- Facilitated contextualisation: VR can be particularly
useful in presenting complex or difficult-to-access
concepts, phenomena and situations, helping learners
to understand the context and apply knowledge to
real-life situations.

- Maintaining motivation and interest: the exciting and
interesting learning experiences provided by VR can
increase learners' motivation and interest in the
subject matter.

By combining VR and IoDE, it creates an immersive and
interactive learning environment for both students and
teachers, which significantly enhances the learning experience
and the effectiveness of teaching. The introduction of VR
technology on IoDE platforms allows for more visualisation of
learning materials and increased learner engagement. The use
of virtual reality in education facilitates distance learning and
global collaboration, allowing students to access learning
materials and tutor support anywhere and anytime. Combining
VR and IoDE in education also contributes to supporting
students with special needs. Instruction in virtual reality helps
to better serve different learning styles and abilities, as well as
offer learning experiences tailored to the individual needs of
students. The combination of IoDE and VR allows for the
continuous development and innovation of educational
processes using new methods and tools. For educators,
teaching in virtual reality opens up new opportunities for
teaching and learning that more effectively encourage students
to be creative, collaborative and problem-solving. Therefore,
the link between virtual reality and the Internet of Digital
Education can make a significant contribution to improving
the learning experience, teaching methods and individual
development in the field of education.

VI. REQUIREMENTS FOR IMPLEMENTATION OF IODE
The challenges of the 21st century require creative and

innovative thinking and a changing division of labor between
workers and machines as a result of the spread of artificial
intelligence [39]. Digital competencies are gaining in value,
bringing to the fore the knowledge, skills and attitudes that
people can use to achieve their goals effectively [40][41].
Digital skills focus on the technological, communication,
information and multimedia aspects that lead to consciously
effective action to create value [42] [43].

Important changes are taking place in the areas of
intelligent manufacturing, fully virtualized interfaces, and
remote control devices. Future professionals need to have
different competencies than before, so they need to be
developed. The increasingly complex interaction of people

with modern technologies will bring significant changes. The
field of cognitive infocommunication [44] will become even
more important, in which digital competencies
problem-solving, creativity and collaboration [45-48],
effective communication [49] and study results [50],
emotional intelligence [51-53], BigData [54], 3D [55], VR
[56] or effective use of modern digital devices [57-59]. In
addition, human-computer interfaces (HCIs) such as
eye-tracking [60-62] or brain-computer interfaces (BCIs) [63]
can be an alternative possibility to analyze the effectiveness of
different cognitive processes.
The need to combine advanced technological and soft skills

requires the use of educational environments and
methodologies that are based on the integration of multiple
disciplines, allowing the emergence of IoDE applications. The
application of IoDE can effectively improve digital
development of competencies in the Internet, learning by
integrating spaces and educational experiences that can lead to
effective competence development.
The most basic digital competencies of current learners

have already developed to a greater extent, as they have grown
up in the digital environment since childhood. Virtual online
learning environments are already available to students and
many technological opportunities are not yet fully exploited,
we are witnessing an incredible transformation of educational
environments that lay the foundations for digital educational
institutions and digital universities. The days, activities,
communication and interactions of a significant part of the
students and already the teachers with the outside world take
place largely through the Internet. Learning styles are also
changing and changing, with students now using different
methods of data collection and processing than they did 10-20
years ago. Image and video-oriented information, scanned
reading, and information from multiple sources that have
developed a different learning style in students come to the
fore. These all predict the effective use of IoDE.
The development of ICT enables the introduction of many

innovative teaching techniques and methodologies in distance
learning, also in the case of flipped classroom or hybrid
learning techniques.
It can also be seen from the above that an essential

condition for effective IoDE is that the technology is available
at the right level, in the right number and with the right
support in the educational institution. Of course, this is not
available in all institutions and at the same level, not only in
terms of digital technology tools, but also in terms of the
knowledge, methodology, useful experience, ideas and
elaborated curricula needed to use them. Understanding of
digitization and its transformative effects, developing and
integrating a digital switchover strategy, and exploiting the
potential of IoDE are key factors in implementing effective
IoDE.
In summary, the main requirements for effective IoDE

implementation are:
- in general, the institution should be aware of digitization

and its transformative effects, understand the role of
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digitization and provide appropriate support;
- the institution should plan ahead, its application should be

an important goal in its vision and strategic plan, the staff and
faculty of the institution should be involved and support the
transformation, and proper communication is essential;
- the institution should support those at the forefront of

transformation, help and support the testing of new and
innovative working methods, including the provision of IT
professional support;
- take advantage of the systemic and community-level

opportunities provided by IoDE to increase the effectiveness
of education and to adapt to modern forms of learning;
- students and staff should be kept up to date with the

technological and methodological potential of IoDE.

VII. CONCLUSION
The nature of education known today is facing a significant

change due to the emergence of advanced technologies.
Higher education institutions compete for students, play an
important role in this competition, and have the potential to
benefit from advanced digital communication technologies
based on the Internet and methodologies based on them in
education.
University leaders need to recognize that there is an

increasing need to modernize their education systems and
processes, and to transform their pedagogical, teaching
methodology, and curriculum, subject, and thematic practices.
Institutions develop unique plans and strategies, try to
introduce unique digital solutions in order to take advantage of
the opportunities provided by advanced technologies, but the
most effective solutions do not necessarily come to the fore
during the implementation. Resources devoted to the
development of ICT systems do not always bring the desired
results. The present study approaches the exploitation of the
Internet-based potential of digital education through the
conceptual definition of the digital framework introduced with
the introduction of IoDE.
IoDE ecosystem connects students, teachers, and other

cognitive entities, digital education systems using the
combinations of most relevant technologies and data that
create a higher-level functional integration to achieve
higher-level learning efficiency. This could be one of the
foundations for the successful educational institutions of the
future.
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digitization and provide appropriate support;
- the institution should plan ahead, its application should be

an important goal in its vision and strategic plan, the staff and
faculty of the institution should be involved and support the
transformation, and proper communication is essential;
- the institution should support those at the forefront of

transformation, help and support the testing of new and
innovative working methods, including the provision of IT
professional support;
- take advantage of the systemic and community-level

opportunities provided by IoDE to increase the effectiveness
of education and to adapt to modern forms of learning;
- students and staff should be kept up to date with the

technological and methodological potential of IoDE.

VII. CONCLUSION
The nature of education known today is facing a significant

change due to the emergence of advanced technologies.
Higher education institutions compete for students, play an
important role in this competition, and have the potential to
benefit from advanced digital communication technologies
based on the Internet and methodologies based on them in
education.
University leaders need to recognize that there is an

increasing need to modernize their education systems and
processes, and to transform their pedagogical, teaching
methodology, and curriculum, subject, and thematic practices.
Institutions develop unique plans and strategies, try to
introduce unique digital solutions in order to take advantage of
the opportunities provided by advanced technologies, but the
most effective solutions do not necessarily come to the fore
during the implementation. Resources devoted to the
development of ICT systems do not always bring the desired
results. The present study approaches the exploitation of the
Internet-based potential of digital education through the
conceptual definition of the digital framework introduced with
the introduction of IoDE.
IoDE ecosystem connects students, teachers, and other

cognitive entities, digital education systems using the
combinations of most relevant technologies and data that
create a higher-level functional integration to achieve
higher-level learning efficiency. This could be one of the
foundations for the successful educational institutions of the
future.
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Abstract—Virtual reality systems are complex and made of 

various parts. Since a person is an integral component of such 
systems, virtual reality technologies also have a cognitive aspect. 
As such, these technologies engage with the perceptual, 
attentional, and decision-making processes of users. Consequently, 
they can be considered cognitive tools. Thus, it is imperative to 
understand what people think of such environments. To take a 
step towards this understanding, textual reviews of virtual reality 
games made for entertainment were investigated using text mining 
methods. Thus, 1,635,919 textual reviews were scraped from the 
Steam digital video game distribution platform in the spring of 
2023. The reviews were grouped by whether they were positive or 
negative. According to the results, the following conclusions can be 
made regarding virtual reality games: 1) Negative reviews are 
significantly longer than positive ones. 2) Negative reviews are 
written significantly earlier than positive ones, although no 
correlation was found between the review type and the playtime 
before writing the review. 3) The most frequent words and word 
correlations are different between review types since negative 
reviews are more focused on game mechanics and bugs. Due to the 
results, insights can be provided to virtual reality game developers 
to help them refine their games. 
 

Index Terms—computer games; game review; player 
experience; Steam; textual analysis 

I. INTRODUCTION 
N this digital age, the popularity of virtual reality (VR) 
applications is unquestionable. As VR is a synthetic reality, 

it is possible to create virtual environments (VEs) that are either 
similar to or different from the real world. Depending on the 
goal of such virtual spaces, they could be created for various 
purposes [1, 2]. For example, VR technologies play an 
important role in education [3–6], training [7, 8], healthcare [9, 
10], and even entertainment [11, 12]. 

As can be expected based on these previously mentioned 
fields, a VR system requires a person to interact with it to work 
perfectly [13]. This is due to the fact that these systems have 
cognitive aspects as well [14, 15]. VR can also be considered a 
cognitive tool [16]. Therefore, when designing such systems, it 
is important to keep the target groups in mind during the 
process. Naturally, after a VR system or application is 
implemented, users can experience it and leave feedback about 
its strengths and weaknesses. This is also the case with VR 
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applications for research or entertainment purposes. Feedback 
can also be verbal or textual. 

Understanding textual feedback is crucial to know how 
people reacted to various experiences. This textual feedback 
can come in the form of a review [17, 18], which allows game 
developers to learn how to improve their games [19]. Video 
game reviews can contain several topics such as achievements, 
accessories, general experience, social interaction, social 
influence, narrative, visual/value, and information about bugs 
in the game [20]. Thus, it is possible to know how playable a 
game is from the reviews [21]. Reviews can also detail several 
factors that can make a game popular [22]. They can also serve 
as a product review: they can influence other players whether 
to buy or not to buy a game [23, 24]. Also, critics tend to 
highlight different aspects of games than players [25]. 

As can be seen, reviews contain critical information about 
the experiences of players. Furthermore, many reviews are 
written daily, thus it is possible to analyze a large number of 
data [26]. Due to this data, game developers and researchers can 
ascertain the strengths and weaknesses of the analyzed games. 
Naturally, these can improve the quality of future games [27, 
28]. 

Thus, the goal of this paper is to take a step towards 
understanding VR games and applications made for 
entertainment using textual analysis methods. For this, the 
following research questions (RQs) were formed: 
• RQ1: How long are the reviews of VR games? 
• RQ2: Is there a correlation between playtime and the length 

of VR game reviews? 
• RQ3: What are the most frequent words and their word 

associations in the reviews? 
The first question aims to investigate the length of textual 

reviews for VR games, comparing word count of positive and 
negative reviews. The second one seeks to explore whether 
there is a relationship between playtime and the length of 
reviews. By examining potential correlations, it is possible to 
determine if users who spend more time playing VR games are 
more likely to write longer reviews, and vice versa. Lastly, by 
answering the third one we can uncover key terms, expressions, 
or themes that emerge frequently in both positive and negative 
reviews. Thus, understanding reviews can provide insights into 
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Abstract—Virtual reality systems are complex and made 
of various parts. Since a person is an integral component 
of such systems, virtual reality technologies also have a 
cognitive aspect. As such, these technologies engage with the 
perceptual, attentional, and decision-making processes of 
users. Consequently, they can be considered cognitive tools. 
Thus, it is imperative to understand what people think of such 
environments. To take a step towards this understanding, 
textual reviews of virtual reality games made for entertainment 
were investigated using text mining methods. Thus, 1,635,919 
textual reviews were scraped from the Steam digital video game 
distribution platform in the spring of 2023. The reviews were 
grouped by whether they were positive or negative. According 
to the results, the following conclusions can be made regarding 
virtual reality games: 1) Negative reviews are significantly longer 
than positive ones. 2) Negative reviews are written significantly 
earlier than positive ones, although no correlation was found 
between the review type and the playtime before writing the 
review. 3) The most frequent words and word correlations are 
different between review types since negative reviews are more 
focused on game mechanics and bugs. Due to the results, insights 
can be provided to virtual reality game developers to help them 
refine their games.
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As can be expected based on these previously mentioned 
fields, a VR system requires a person to interact with it to work 
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applications for research or entertainment purposes. Feedback 
can also be verbal or textual. 

Understanding textual feedback is crucial to know how 
people reacted to various experiences. This textual feedback 
can come in the form of a review [17, 18], which allows game 
developers to learn how to improve their games [19]. Video 
game reviews can contain several topics such as achievements, 
accessories, general experience, social interaction, social 
influence, narrative, visual/value, and information about bugs 
in the game [20]. Thus, it is possible to know how playable a 
game is from the reviews [21]. Reviews can also detail several 
factors that can make a game popular [22]. They can also serve 
as a product review: they can influence other players whether 
to buy or not to buy a game [23, 24]. Also, critics tend to 
highlight different aspects of games than players [25]. 

As can be seen, reviews contain critical information about 
the experiences of players. Furthermore, many reviews are 
written daily, thus it is possible to analyze a large number of 
data [26]. Due to this data, game developers and researchers can 
ascertain the strengths and weaknesses of the analyzed games. 
Naturally, these can improve the quality of future games [27, 
28]. 

Thus, the goal of this paper is to take a step towards 
understanding VR games and applications made for 
entertainment using textual analysis methods. For this, the 
following research questions (RQs) were formed: 
• RQ1: How long are the reviews of VR games? 
• RQ2: Is there a correlation between playtime and the length 

of VR game reviews? 
• RQ3: What are the most frequent words and their word 

associations in the reviews? 
The first question aims to investigate the length of textual 

reviews for VR games, comparing word count of positive and 
negative reviews. The second one seeks to explore whether 
there is a relationship between playtime and the length of 
reviews. By examining potential correlations, it is possible to 
determine if users who spend more time playing VR games are 
more likely to write longer reviews, and vice versa. Lastly, by 
answering the third one we can uncover key terms, expressions, 
or themes that emerge frequently in both positive and negative 
reviews. Thus, understanding reviews can provide insights into 
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data [26]. Due to this data, game developers and researchers can 
ascertain the strengths and weaknesses of the analyzed games. 
Naturally, these can improve the quality of future games [27, 
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following research questions (RQs) were formed: 
• RQ1: How long are the reviews of VR games? 
• RQ2: Is there a correlation between playtime and the length 
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The first question aims to investigate the length of textual 
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reviews. By examining potential correlations, it is possible to 
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the level of detail and depth of user feedback, which can be 
valuable for developers and researchers. 

Therefore, this paper is structured as follows. Section 2 
details the Steam scraping process and the textual analysis. The 
results are presented in section 3. In section 4, the results are 
discussed along with the limitations of the study. Lastly, 
conclusions are made in section 5. 

II. MATERIALS AND METHODS 
The reviews on the Steam digital game distribution platform 

were chosen for the analysis. The platform was chosen because 
it was the largest digital game distribution platform in 2017 
[29]. In 2021, it was still one of the biggest platforms with more 
than 50,000 video games in its library [30]. Not to mention, due 
to the Covid-19 pandemic, digital video game distribution 
platforms gained popularity as well [31]. 

On Steam, players have the opportunity to write reviews on 
a game’s page, although they have to register a free profile and 
play the said game beforehand. Naturally, it is free to browse 
and read reviews on the platform. Valve Corporation – the 
creator of this platform – has developed an application 
programming interface (API) to freely access and scrape some 
of the platform’s contents, including video game reviews [32]. 

Thus, this section presents the following. In the first 
subsection, the reviews on Steam are defined. Afterward, the 
scraping process is detailed in the second subsection. Lastly, the 
textual analysis is shown in the third subsection. 

A. Video game reviews on Steam 
On the Steam digital video game distribution platform, each 

game has its own store page. These pages contain the reviews 
as well. According to the Steam API, each review object has 
multiple components that can be accessed [33]. The following 
components were used for this research: the textual part, the 
language of the review, playtime when writing the review, and 
whether a review is positive or not. For the latter, it should be 
mentioned that Steam does not have a numerical rating system. 
Thus, players can either recommend the game or not. The first 
represents a positive review, while the latter is a negative one. 
Naturally, in the previously mentioned textual component, 
players can write down their experiences with no character 
limitation. 

B. The scraping process 
The statistical program package R was used for the scraping 

process along with its rvest and httr packages. The Steam API 
was also used to access content during the process. The scraping 
process was conducted in the spring of 2023. 

First, the list of games and applications was created using the 
GetAppList function that could be found in the Steam API. It 
returned the list of all application IDs on the platform. Then, the 
read_html function was used on every application ID to load 
their store’s pages which contain tags. Among other things, 
these tags allow us to see whether a game is a VR application. 
The IDs of the VR application were saved into a vector. 

Then, the actual scraping started. According to the 
documentation of Steam, the GET function was used in R [34]. 

Due to the large amount of data, only English and the most 
recent 1,000 reviews were scraped per game. Naturally, if a 
game did not have at least 1,000 reviews, all were scraped. 
Overall, 1,635,919 reviews were scraped. Out of them, 79.02% 
were positive and 20.98% were negative. 

C. Data analysis 
After the scraping was finished, the data analysis process 

started. First, the number of words was calculated with the 
regular expression of '[\\w\']+'. This also required the stringr 
package, and the str_count function in it. The number of words 
was also grouped by review type. 

To count the occurrences of each word, the tm package was 
used. First, a corpus was created of the textual parts found in 
the reviews. Then, the text was manipulated as follows: words 
were converted to lower cases; English stopwords, punctuation, 
and numbers were removed; whitespaces were stripped; and 
lastly, the words were stemmed using Porter’s algorithm [35]. 
Afterward, the word occurrences could be calculated. The 
ggplot2 package was used to plot the most frequent words.  

When investigating the word correlations with frequent 
words, the tidyverse, tidytext, widyr, igraph, and ggraph 
packages were used. After empirical testing, the following 
parameters were used. First, the words had to occur at least once 
in at least 100 reviews per game. Then, by using pairwise 
correlation, the coefficients were assessed among all possible 
combinations. For plotting, in the case of positive reviews the 
correlation coefficient was set to at least 0.7, while in the case 
of negative reviews, it was set to at least 0.6. Otherwise, the 
figures would have become unreadable. 

Letter-value plots were used to better visualize the 
distribution of data. These types of plots were designed for large 
datasets and they allow us to see more reliable estimates beyond 
the quartiles [36]. After them, the upper and lower eights are 
shown, then upper and lower sixteenths, and so on until the 
process reaches a stopping criterion. A 95% confidence interval 
is determined around each letter-value. If an overlap is found 
between this confidence interval and the previous letter-value, 
then the current letter-value and the following values are not 
plotted anymore. Each interval is shown with darker and 
smaller boxes. Due to the large number of data, a graphical 
method was used to check whether each dataset followed 
Gaussian distribution. Thus, quantile-quantile (Q-Q) plots were 
used. Due to the results found in the previously mentioned 
plots, the non-parametric Wilcoxon rank sum test was used 
when comparing word numbers and playtimes between review 
types [37]. Similarly, when assessing the correlation between 
playtime and review length, the Spearman rank correlation 
method was used [38]. 

III. RESULTS 
This section consists of three subsections. In the first one, the 

length of reviews is analyzed between review types. In the 
second one, the playtimes when writing reviews are examined. 
The correlation between playtimes before reviewing and review 
type is also investigated in it. Lastly, in the third subsection, the 
most frequent words and their associations are analyzed. 
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the level of detail and depth of user feedback, which can be 
valuable for developers and researchers. 

Therefore, this paper is structured as follows. Section 2 
details the Steam scraping process and the textual analysis. The 
results are presented in section 3. In section 4, the results are 
discussed along with the limitations of the study. Lastly, 
conclusions are made in section 5. 

II. MATERIALS AND METHODS 
The reviews on the Steam digital game distribution platform 

were chosen for the analysis. The platform was chosen because 
it was the largest digital game distribution platform in 2017 
[29]. In 2021, it was still one of the biggest platforms with more 
than 50,000 video games in its library [30]. Not to mention, due 
to the Covid-19 pandemic, digital video game distribution 
platforms gained popularity as well [31]. 

On Steam, players have the opportunity to write reviews on 
a game’s page, although they have to register a free profile and 
play the said game beforehand. Naturally, it is free to browse 
and read reviews on the platform. Valve Corporation – the 
creator of this platform – has developed an application 
programming interface (API) to freely access and scrape some 
of the platform’s contents, including video game reviews [32]. 

Thus, this section presents the following. In the first 
subsection, the reviews on Steam are defined. Afterward, the 
scraping process is detailed in the second subsection. Lastly, the 
textual analysis is shown in the third subsection. 

A. Video game reviews on Steam 
On the Steam digital video game distribution platform, each 

game has its own store page. These pages contain the reviews 
as well. According to the Steam API, each review object has 
multiple components that can be accessed [33]. The following 
components were used for this research: the textual part, the 
language of the review, playtime when writing the review, and 
whether a review is positive or not. For the latter, it should be 
mentioned that Steam does not have a numerical rating system. 
Thus, players can either recommend the game or not. The first 
represents a positive review, while the latter is a negative one. 
Naturally, in the previously mentioned textual component, 
players can write down their experiences with no character 
limitation. 

B. The scraping process 
The statistical program package R was used for the scraping 

process along with its rvest and httr packages. The Steam API 
was also used to access content during the process. The scraping 
process was conducted in the spring of 2023. 

First, the list of games and applications was created using the 
GetAppList function that could be found in the Steam API. It 
returned the list of all application IDs on the platform. Then, the 
read_html function was used on every application ID to load 
their store’s pages which contain tags. Among other things, 
these tags allow us to see whether a game is a VR application. 
The IDs of the VR application were saved into a vector. 

Then, the actual scraping started. According to the 
documentation of Steam, the GET function was used in R [34]. 

Due to the large amount of data, only English and the most 
recent 1,000 reviews were scraped per game. Naturally, if a 
game did not have at least 1,000 reviews, all were scraped. 
Overall, 1,635,919 reviews were scraped. Out of them, 79.02% 
were positive and 20.98% were negative. 

C. Data analysis 
After the scraping was finished, the data analysis process 

started. First, the number of words was calculated with the 
regular expression of '[\\w\']+'. This also required the stringr 
package, and the str_count function in it. The number of words 
was also grouped by review type. 

To count the occurrences of each word, the tm package was 
used. First, a corpus was created of the textual parts found in 
the reviews. Then, the text was manipulated as follows: words 
were converted to lower cases; English stopwords, punctuation, 
and numbers were removed; whitespaces were stripped; and 
lastly, the words were stemmed using Porter’s algorithm [35]. 
Afterward, the word occurrences could be calculated. The 
ggplot2 package was used to plot the most frequent words.  

When investigating the word correlations with frequent 
words, the tidyverse, tidytext, widyr, igraph, and ggraph 
packages were used. After empirical testing, the following 
parameters were used. First, the words had to occur at least once 
in at least 100 reviews per game. Then, by using pairwise 
correlation, the coefficients were assessed among all possible 
combinations. For plotting, in the case of positive reviews the 
correlation coefficient was set to at least 0.7, while in the case 
of negative reviews, it was set to at least 0.6. Otherwise, the 
figures would have become unreadable. 

Letter-value plots were used to better visualize the 
distribution of data. These types of plots were designed for large 
datasets and they allow us to see more reliable estimates beyond 
the quartiles [36]. After them, the upper and lower eights are 
shown, then upper and lower sixteenths, and so on until the 
process reaches a stopping criterion. A 95% confidence interval 
is determined around each letter-value. If an overlap is found 
between this confidence interval and the previous letter-value, 
then the current letter-value and the following values are not 
plotted anymore. Each interval is shown with darker and 
smaller boxes. Due to the large number of data, a graphical 
method was used to check whether each dataset followed 
Gaussian distribution. Thus, quantile-quantile (Q-Q) plots were 
used. Due to the results found in the previously mentioned 
plots, the non-parametric Wilcoxon rank sum test was used 
when comparing word numbers and playtimes between review 
types [37]. Similarly, when assessing the correlation between 
playtime and review length, the Spearman rank correlation 
method was used [38]. 

III. RESULTS 
This section consists of three subsections. In the first one, the 

length of reviews is analyzed between review types. In the 
second one, the playtimes when writing reviews are examined. 
The correlation between playtimes before reviewing and review 
type is also investigated in it. Lastly, in the third subsection, the 
most frequent words and their associations are analyzed. 
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the level of detail and depth of user feedback, which can be 
valuable for developers and researchers. 

Therefore, this paper is structured as follows. Section 2 
details the Steam scraping process and the textual analysis. The 
results are presented in section 3. In section 4, the results are 
discussed along with the limitations of the study. Lastly, 
conclusions are made in section 5. 

II. MATERIALS AND METHODS 
The reviews on the Steam digital game distribution platform 

were chosen for the analysis. The platform was chosen because 
it was the largest digital game distribution platform in 2017 
[29]. In 2021, it was still one of the biggest platforms with more 
than 50,000 video games in its library [30]. Not to mention, due 
to the Covid-19 pandemic, digital video game distribution 
platforms gained popularity as well [31]. 

On Steam, players have the opportunity to write reviews on 
a game’s page, although they have to register a free profile and 
play the said game beforehand. Naturally, it is free to browse 
and read reviews on the platform. Valve Corporation – the 
creator of this platform – has developed an application 
programming interface (API) to freely access and scrape some 
of the platform’s contents, including video game reviews [32]. 

Thus, this section presents the following. In the first 
subsection, the reviews on Steam are defined. Afterward, the 
scraping process is detailed in the second subsection. Lastly, the 
textual analysis is shown in the third subsection. 

A. Video game reviews on Steam 
On the Steam digital video game distribution platform, each 

game has its own store page. These pages contain the reviews 
as well. According to the Steam API, each review object has 
multiple components that can be accessed [33]. The following 
components were used for this research: the textual part, the 
language of the review, playtime when writing the review, and 
whether a review is positive or not. For the latter, it should be 
mentioned that Steam does not have a numerical rating system. 
Thus, players can either recommend the game or not. The first 
represents a positive review, while the latter is a negative one. 
Naturally, in the previously mentioned textual component, 
players can write down their experiences with no character 
limitation. 

B. The scraping process 
The statistical program package R was used for the scraping 

process along with its rvest and httr packages. The Steam API 
was also used to access content during the process. The scraping 
process was conducted in the spring of 2023. 

First, the list of games and applications was created using the 
GetAppList function that could be found in the Steam API. It 
returned the list of all application IDs on the platform. Then, the 
read_html function was used on every application ID to load 
their store’s pages which contain tags. Among other things, 
these tags allow us to see whether a game is a VR application. 
The IDs of the VR application were saved into a vector. 

Then, the actual scraping started. According to the 
documentation of Steam, the GET function was used in R [34]. 

Due to the large amount of data, only English and the most 
recent 1,000 reviews were scraped per game. Naturally, if a 
game did not have at least 1,000 reviews, all were scraped. 
Overall, 1,635,919 reviews were scraped. Out of them, 79.02% 
were positive and 20.98% were negative. 

C. Data analysis 
After the scraping was finished, the data analysis process 

started. First, the number of words was calculated with the 
regular expression of '[\\w\']+'. This also required the stringr 
package, and the str_count function in it. The number of words 
was also grouped by review type. 

To count the occurrences of each word, the tm package was 
used. First, a corpus was created of the textual parts found in 
the reviews. Then, the text was manipulated as follows: words 
were converted to lower cases; English stopwords, punctuation, 
and numbers were removed; whitespaces were stripped; and 
lastly, the words were stemmed using Porter’s algorithm [35]. 
Afterward, the word occurrences could be calculated. The 
ggplot2 package was used to plot the most frequent words.  

When investigating the word correlations with frequent 
words, the tidyverse, tidytext, widyr, igraph, and ggraph 
packages were used. After empirical testing, the following 
parameters were used. First, the words had to occur at least once 
in at least 100 reviews per game. Then, by using pairwise 
correlation, the coefficients were assessed among all possible 
combinations. For plotting, in the case of positive reviews the 
correlation coefficient was set to at least 0.7, while in the case 
of negative reviews, it was set to at least 0.6. Otherwise, the 
figures would have become unreadable. 

Letter-value plots were used to better visualize the 
distribution of data. These types of plots were designed for large 
datasets and they allow us to see more reliable estimates beyond 
the quartiles [36]. After them, the upper and lower eights are 
shown, then upper and lower sixteenths, and so on until the 
process reaches a stopping criterion. A 95% confidence interval 
is determined around each letter-value. If an overlap is found 
between this confidence interval and the previous letter-value, 
then the current letter-value and the following values are not 
plotted anymore. Each interval is shown with darker and 
smaller boxes. Due to the large number of data, a graphical 
method was used to check whether each dataset followed 
Gaussian distribution. Thus, quantile-quantile (Q-Q) plots were 
used. Due to the results found in the previously mentioned 
plots, the non-parametric Wilcoxon rank sum test was used 
when comparing word numbers and playtimes between review 
types [37]. Similarly, when assessing the correlation between 
playtime and review length, the Spearman rank correlation 
method was used [38]. 

III. RESULTS 
This section consists of three subsections. In the first one, the 

length of reviews is analyzed between review types. In the 
second one, the playtimes when writing reviews are examined. 
The correlation between playtimes before reviewing and review 
type is also investigated in it. Lastly, in the third subsection, the 
most frequent words and their associations are analyzed. 
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valuable for developers and researchers. 

Therefore, this paper is structured as follows. Section 2 
details the Steam scraping process and the textual analysis. The 
results are presented in section 3. In section 4, the results are 
discussed along with the limitations of the study. Lastly, 
conclusions are made in section 5. 

II. MATERIALS AND METHODS 
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it was the largest digital game distribution platform in 2017 
[29]. In 2021, it was still one of the biggest platforms with more 
than 50,000 video games in its library [30]. Not to mention, due 
to the Covid-19 pandemic, digital video game distribution 
platforms gained popularity as well [31]. 

On Steam, players have the opportunity to write reviews on 
a game’s page, although they have to register a free profile and 
play the said game beforehand. Naturally, it is free to browse 
and read reviews on the platform. Valve Corporation – the 
creator of this platform – has developed an application 
programming interface (API) to freely access and scrape some 
of the platform’s contents, including video game reviews [32]. 

Thus, this section presents the following. In the first 
subsection, the reviews on Steam are defined. Afterward, the 
scraping process is detailed in the second subsection. Lastly, the 
textual analysis is shown in the third subsection. 
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game has its own store page. These pages contain the reviews 
as well. According to the Steam API, each review object has 
multiple components that can be accessed [33]. The following 
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mentioned that Steam does not have a numerical rating system. 
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Naturally, in the previously mentioned textual component, 
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process along with its rvest and httr packages. The Steam API 
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process was conducted in the spring of 2023. 
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GetAppList function that could be found in the Steam API. It 
returned the list of all application IDs on the platform. Then, the 
read_html function was used on every application ID to load 
their store’s pages which contain tags. Among other things, 
these tags allow us to see whether a game is a VR application. 
The IDs of the VR application were saved into a vector. 

Then, the actual scraping started. According to the 
documentation of Steam, the GET function was used in R [34]. 

Due to the large amount of data, only English and the most 
recent 1,000 reviews were scraped per game. Naturally, if a 
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and numbers were removed; whitespaces were stripped; and 
lastly, the words were stemmed using Porter’s algorithm [35]. 
Afterward, the word occurrences could be calculated. The 
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When investigating the word correlations with frequent 
words, the tidyverse, tidytext, widyr, igraph, and ggraph 
packages were used. After empirical testing, the following 
parameters were used. First, the words had to occur at least once 
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correlation, the coefficients were assessed among all possible 
combinations. For plotting, in the case of positive reviews the 
correlation coefficient was set to at least 0.7, while in the case 
of negative reviews, it was set to at least 0.6. Otherwise, the 
figures would have become unreadable. 
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distribution of data. These types of plots were designed for large 
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is determined around each letter-value. If an overlap is found 
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plots, the non-parametric Wilcoxon rank sum test was used 
when comparing word numbers and playtimes between review 
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the level of detail and depth of user feedback, which can be 
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On the Steam digital video game distribution platform, each 

game has its own store page. These pages contain the reviews 
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Naturally, in the previously mentioned textual component, 
players can write down their experiences with no character 
limitation. 
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game did not have at least 1,000 reviews, all were scraped. 
Overall, 1,635,919 reviews were scraped. Out of them, 79.02% 
were positive and 20.98% were negative. 
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A. Word numbers between review types 
The next step was to compare the reviews grouped by 

whether they were positive or negative. There were 1,292,758 
positive reviews and 343,161 negative ones in the dataset. In 
both types, there were several reviews that had a length of zero. 
Still, it can be seen that the negative reviews contained more 
words than positive ones. The median, mean, and standard 
deviations of negative reviews were 36; 82.1; and 136.73 
words, respectively. On the contrary, their respective words 
were 18; 53.68; and 107.83 in the case of the positive reviews. 
The longest negative review was 2,667 words long, while the 
longest positive one was 2,214 words long. Overall, as can be 
seen, negative reviews were longer than the positive ones. The 
distribution of word numbers can be observed in Fig. 1. 

Before using statistical tests to compare the review types to 
each other, it was also assessed whether word numbers follow 
Gaussian distribution in the dataset. Due to the large number of 
data, the previously mentioned Q-Q plots were used for this 
purpose. As can be seen in Fig. 2, the data did not follow 
Gaussian distribution. 

Afterward, the Wilcoxon rank sum test was used to see 
whether the lengths of these review types were significantly 
different from each other. The results of the test show that the 
negative ones were significantly longer, 𝑊𝑊 = 1.6979 ⋅ 1011;
 𝑝𝑝 < 2.2 ⋅ 10−16. It was also assessed with regression analysis 
methods whether the review type had an effect on review 
length. The results in Table I show that an effect exists since 
positive reviews were significantly shorter on average. 

As can be seen in Table I, the average length significantly 
differs between the two review types. On average, positive 
reviews contain significantly fewer words than negative ones. 
The mean difference between the two review types is 28.4220 
words.  

B. Playtime between review types 
Next, the playtime of users between the two review types 

were investigated. According to the results, players review VR 
games after playing for an average of 2,172 minutes. The 
median value is 281 minutes, and the standard deviation is 
13,502.37 minutes. Clearly, most players tend to play a VR 
game for several hours before leaving a review for it. It should 
be noted that the largest playtime before reviewing was 
2,867,784 minutes. That would mean 47,796.4 hours. In the 
case of positive reviews, the mean, median, and standard 
deviation values are 2278; 335; and 13,478.66 minutes, 
respectively. Regarding negative reviews, their respective 
values are 1,773; 99; 13,584.04 minutes. As can be observed, 
negative reviews are written much earlier than positive ones. 
The distribution of playtimes between review types can be seen 
in Fig. 3. 

Similarly, to word numbers, Q-Q plots were used to assess 
whether playtimes followed Gaussian distribution. These plots 
can be observed in Fig. 4. 

TABLE I 
RESULTS OF THE REGRESSION ANALYSIS 

 Estimate Standard 
error t value 𝑃𝑃𝑃𝑃(> |𝑡𝑡|) 

Intercept 82.0994 0.1955 419.9 < 2 ⋅ 10−16 
Positive  
review -28.4220 0.2200 -129.2 < 2 ⋅ 10−16 

 

 
Fig. 2.  Q-Q plots of word numbers in positive (left) and negative reviews 
(right). 
  

 
Fig. 1.  The distribution of words grouped by review type. 
  

 
Fig. 3.  The distribution of playtime before reviewing grouped by review type. 
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As the distribution was non-Gaussian, the Wilcoxon rank 
sum test was used to compare the playtimes between the two 
review types. The results show that there is a significant 
difference between them, 𝑊𝑊 = 2.8911 ⋅ 1011; 𝑝𝑝 < 2.2 ⋅ 10−16. 
As previously, regression analysis methods were used to see 
whether review type had a significant effect on playtimes before 
reviewing. According to the results presented in Table II, a 
significant effect exists. Positive reviews were written 
significantly later than negative ones. 

It is shown in Table II that level is significance is strong in 
each case. On average, positive reviews are written 
significantly later than negative with a difference of 505.04 
minutes. This would mean that those who play VR for more 
hours are more likely to leave a positive review. 

However, it is imperative to understand whether a correlation 
exists between playtime and review length. Therefore, the next 
step was to assess this. First, this relationship was assessed on 
the whole dataset. However, no correlation was found, 
𝑟𝑟𝑠𝑠(1,635,917) = −0.046;  𝑝𝑝 < 2.2 ⋅ 10−16. When only 
positive reviews were analyzed in this regard, no correlation 
was found as well, 𝑟𝑟𝑠𝑠(1,292,756) = −0.040;  𝑝𝑝 < 2.2 ⋅ 10−16. 
Then, negative reviews were analyzed, however, they presented 
a similar relationship between the two variables, 
𝑟𝑟𝑠𝑠(343,159) = 0.106; 𝑝𝑝 < 2.2 ⋅ 10−16. Still, it can be noted 
that the correlation coefficient was somewhat stronger in this 
case. 

C. The most frequent words and their associations 
Next the most frequent words were assessed in both positive 

and negative reviews. In case of positive ones, they are shown 
in Figs. 5 and 6. 

As can be observed in Figs. 5 and 6, the most frequent word 
in positive reviews is “game” with 1,664,224 occurrences. The 
second most frequent was “play” with 476,320 occurrences. 
Judging from the words, players in positive reviews mention 
their experiences (e.g. “fun”, “love”, “good”, “great”, 
“awesome”, “enjoy”), game difficulty, game mechanics, and 
that they recommend the game. Interestingly, even within 
positive reviews, there were mentions of bugs, suggesting that 
while these issues were acknowledged, they did not detract 
from the overall positive experiences of players. This indicates 
that the identified bugs may not have severely impacted the 
overall enjoyment and satisfaction derived from the games, as 
evidenced by the overwhelmingly positive sentiments 
expressed by users. 

The most frequent words in negative reviews were examined 
next. They can be observed in Figs. 7. and 8. 

 
Fig. 4.  Q-Q plots of playtimes in positive (left) and negative reviews (right). 
  

TABLE II 
RESULTS OF THE REGRESSION ANALYSIS 

 Estimate Standard 
error t value 𝑃𝑃𝑟𝑟(> |𝑡𝑡|) 𝑃𝑃𝑟𝑟(> |𝑡𝑡|) 

Intercept 1,772.74 23.09 76.76 < 2 ⋅ 10−16 < 2 ⋅ 10−16 
Positive  
review 505.04 25.98 19.44 < 2 ⋅ 10−16 < 2 ⋅ 10−16 

 

 
Fig. 5.  The most frequent words in positive reviews. 
  

 
 

Fig. 6.  Word cloud of words in positive reviews. 
 

 
Fig. 7.  The most frequent words in negative reviews. 
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Similarly to positive reviews, “game” and “play” were the 
two most frequent words in negative reviews, with 634,196 and 
164,339 occurrences, respectively. This highlights the 
emphasis on gaming experience and active engagement within 
the VR gaming environment, albeit in a negative context. 
However, in negative reviews, the word “don’t” emerged as a 
prominent term, replacing “time” in the top 10 most frequent 
words, indicating dissatisfaction among users. 
Correspondingly, the negative sentiment was reflected in the 
increased frequency of words such as “poor”, “bad”, “bug”, 
“problem”, and “crash”, signifying a focus on technical 
problems and performance issues encountered by players. 
Furthermore, the presence of the word “server” within these 
reviews suggests that network-related or device-related 
problems contributed to the negative experiences reported by 
users. Additionally, the mention of “fix” underscores the 
imperative for developers to address the identified bugs within 

the games. Notably, the inclusion of the word “refund” 
indicates that users expressed a desire for reimbursement due to 
the unsatisfactory nature of their experiences. Players also 
showed concerns related to game mechanics, specifically 
pertaining to combat and weapons, as well as references to 
gameplay difficulty, as evidenced by the inclusion of the word 
“hard”. Despite many negative sentiments, a few positive words 
were also present, albeit less frequently. This indicates a 
nuanced and varied spectrum of user feedback. Moreover, the 
words in Fig. 8 revealed the emergence of profanity in the 
reviews, with the f-word being notably prevalent, showing 
negative emotions and frustration expressed within the negative 
reviews. 

Naturally, these words alone do not give enough context to 
understand the strengths and weaknesses of VR games. Thus, 
as was mentioned in Section II, word associations of commonly 
occurring words were also examined. The results of this 
investigation can be observed in Fig. 9 in case of both review 
types. 

When examining positive reviews, the following 
observations could be made. Among others, the words “voice 
acting” can be commonly found in these reviews. The cases are 
similar with the words “single player”, “trial error”, “learning 
curve”, “motion sickness”, and “paced fast”. Similarly, 
“extremely”, “absolutely”, “fantastic”, “favorite”, “excellent”, 
“totally”, “highly” and “recommended” have a strong 
correlation. Interestingly, profane words are still highly 
correlated with each other in positive reviews. Even though 
there were some negative word associations like between 
“motion” and “sickness”, they were not negative enough to 
warrant a negative review. 

Negative reviews however, present different correlations 
between words. The correlated word with “money” is “waste”, 
indicating that players regretted buying the game. Similarly, 
“alt” correlates with “f4”, suggesting that players frequently 
quit the games due to anger or frustration. The word 
“advertising” correlates with “false”, showing that even the ads 

 
Fig. 8.  Word cloud of words in negative reviews. 
 

 
Fig. 9.  Frequent words and their associations in positive (left) and negative reviews (right). 
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for these games contained false information. “Short” is 
commonly found associated with “story”, indicating that the 
length of these games was also a problem. Looking at the 
second largest cluster of word correlations on the right, it can 
observed that game mechanics regarding shooting with guns, or 
simply battle mechanics were badly designed, resulting in in-
game character death. When examining the largest cluster of 
word correlations, the following can be stated. Firstly, those 
words appeared in most negative reviews. Secondly, the cluster 
of words is full of profanity and negative adjectives. Thirdly, 
these words can be associated with the game’s difficulty or 
boring gameplay, bad level design, bugs/issues, and not 
recommending the games. Interestingly, “sale” is also 
mentioned, indicating that the games should be bought during a 
sale as they were not worth their full asking price. 

IV. DISCUSSION 
The research questions were answered by the findings which 

provided an understanding of VR game reviews. Thus, in this 
section, the implications of the results are discussed. 

The first research question focused on understanding the 
length of VR game reviews. The results indicate that negative 
reviews tend to be longer on average compared to positive ones. 
This suggests that players express their dissatisfaction in greater 
detail. This is similar to the results presented by Lin et al. [29]. 
In their study, they compared the length of reviews between 
various video game genres. Although they did not assess VR 
games, our results show that a similar phenomenon exists in 
their case. 

The second research question revolved around the 
relationship between playtime and word numbers in the 
reviews. While no correlation was found, there was a significant 
difference in when players wrote the reviews. Positive reviews 
are written much later than negative ones. This raises 
interesting questions about player motivations. Negative 
reviews are written earlier due to frustration or disappointment, 
while positive ones are written after a more extensive gameplay 
session that strengthens positive impressions. These results are 
also similar to the ones concluded by Lin et al. when they 
examined review times between video game genres [29]. Our 
results show that VR games show a similar phenomenon in this 
regard. 

The third research question focused on the understanding of 
word frequencies and their associations in the reviews. The 
results provided valuable contextual information about player 
experiences. Positive reviews highlight the players’ 
appreciation for narrative elements, gameplay, and game 
mechanics. On the contrary, negative reviews often emphasized 
dissatisfaction with purchasing decisions and they showed the 
importance of how players evaluate the value of money. 
Similarly, players were critical of game length and narrative 
depth. The strong correlations between certain words, 
particularly profanity and negative adjectives, highlights the 
emotional and critical nature of negative reviews. These 
findings show that players use specific language to express their 
frustrations with game mechanics, and certain design elements. 

This study holds significant implications for both VR game 

developers and researchers. For developers, gaining insights 
into the correlation between review length and playtime can 
serve as a valuable foundation for creating new strategies that 
are aimed at enhancing player engagement and immersion. By 
addressing the highlighted concerns within negative reviews, 
such as game mechanics, level design, and fixing the identified 
bugs, developers can actively contribute to an improved player 
satisfaction and experience. Moreover, the word associations 
within the reviews present an opportunity to see the preferences 
and priorities of players. With this understanding, developers 
can optimize and refine aspects of their games that resonate 
positively with players, while simultaneously identifying and 
solving issues that create negative sentiments. Furthermore, the 
identification of prevalent terms within positive reviews, a 
roadmap can be provided for developers. With it, they can 
reinforce the strengths of their games and bolster player 
satisfaction as well. Using these results, developers can more 
effectively tailor their future projects to align more closely with 
the preferences and expectations of their player base. 

Naturally, this study has its limitations. Firstly, only English 
reviews were scraped, and the limit of reviews was 1,000 per 
VR game. Secondly, the analysis was restricted to textual 
content. Thirdly, only Steam reviews were investigated. Future 
research could expand the analysis by including other digital 
video game distribution platforms and other sources of 
feedback, such as forum discussions or social media 
conversations. Also, sentiment analysis techniques and natural 
language processing algorithms could be included to provide a 
deeper understanding of emotions in the reviews. 

V. CONCLUSIONS 
In this study, we analyzed VR game reviews to gain a deeper 

understanding of player experience. We investigated 1,635,919 
textual reviews comprising both positive and negative reviews 
from the Steam digital video game distribution platform. Our 
goal was to understand review length, playtime before 
reviewing, and frequent words as well as their associations 
regarding VR games. 

The results within this study show that negative reviews are 
written significantly earlier and contain more words than 
positive ones. This suggests that players tend to write about 
their dissatisfaction as early as possible and they express their 
concerns in greater depth. On the contrary, positive reviews 
contain concise language. These positive reviews also highlight 
the significance of narrative elements, gameplay, and learning 
experiences. Negative reviews, on the other hand, range from 
monetary concerns to gameplay mechanics, and even false 
advertising. The resulting word correlations provided a glimpse 
into players’ experience. 

In conclusion, our results can provide recommendations for 
developers and researchers alike. By understanding the 
relationships between review length, playtime, and word 
frequency as well as their associations, richer player 
experiences can be created in the realm of VR. 
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Fig. 8.  Word cloud of words in negative reviews. 
 

 
Fig. 9.  Frequent words and their associations in positive (left) and negative reviews (right). 
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for these games contained false information. “Short” is 
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observed that game mechanics regarding shooting with guns, or 
simply battle mechanics were badly designed, resulting in in-
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word correlations, the following can be stated. Firstly, those 
words appeared in most negative reviews. Secondly, the cluster 
of words is full of profanity and negative adjectives. Thirdly, 
these words can be associated with the game’s difficulty or 
boring gameplay, bad level design, bugs/issues, and not 
recommending the games. Interestingly, “sale” is also 
mentioned, indicating that the games should be bought during a 
sale as they were not worth their full asking price. 
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various video game genres. Although they did not assess VR 
games, our results show that a similar phenomenon exists in 
their case. 
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difference in when players wrote the reviews. Positive reviews 
are written much later than negative ones. This raises 
interesting questions about player motivations. Negative 
reviews are written earlier due to frustration or disappointment, 
while positive ones are written after a more extensive gameplay 
session that strengthens positive impressions. These results are 
also similar to the ones concluded by Lin et al. when they 
examined review times between video game genres [29]. Our 
results show that VR games show a similar phenomenon in this 
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The third research question focused on the understanding of 
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experiences. Positive reviews highlight the players’ 
appreciation for narrative elements, gameplay, and game 
mechanics. On the contrary, negative reviews often emphasized 
dissatisfaction with purchasing decisions and they showed the 
importance of how players evaluate the value of money. 
Similarly, players were critical of game length and narrative 
depth. The strong correlations between certain words, 
particularly profanity and negative adjectives, highlights the 
emotional and critical nature of negative reviews. These 
findings show that players use specific language to express their 
frustrations with game mechanics, and certain design elements. 

This study holds significant implications for both VR game 

developers and researchers. For developers, gaining insights 
into the correlation between review length and playtime can 
serve as a valuable foundation for creating new strategies that 
are aimed at enhancing player engagement and immersion. By 
addressing the highlighted concerns within negative reviews, 
such as game mechanics, level design, and fixing the identified 
bugs, developers can actively contribute to an improved player 
satisfaction and experience. Moreover, the word associations 
within the reviews present an opportunity to see the preferences 
and priorities of players. With this understanding, developers 
can optimize and refine aspects of their games that resonate 
positively with players, while simultaneously identifying and 
solving issues that create negative sentiments. Furthermore, the 
identification of prevalent terms within positive reviews, a 
roadmap can be provided for developers. With it, they can 
reinforce the strengths of their games and bolster player 
satisfaction as well. Using these results, developers can more 
effectively tailor their future projects to align more closely with 
the preferences and expectations of their player base. 

Naturally, this study has its limitations. Firstly, only English 
reviews were scraped, and the limit of reviews was 1,000 per 
VR game. Secondly, the analysis was restricted to textual 
content. Thirdly, only Steam reviews were investigated. Future 
research could expand the analysis by including other digital 
video game distribution platforms and other sources of 
feedback, such as forum discussions or social media 
conversations. Also, sentiment analysis techniques and natural 
language processing algorithms could be included to provide a 
deeper understanding of emotions in the reviews. 

V. CONCLUSIONS 
In this study, we analyzed VR game reviews to gain a deeper 

understanding of player experience. We investigated 1,635,919 
textual reviews comprising both positive and negative reviews 
from the Steam digital video game distribution platform. Our 
goal was to understand review length, playtime before 
reviewing, and frequent words as well as their associations 
regarding VR games. 

The results within this study show that negative reviews are 
written significantly earlier and contain more words than 
positive ones. This suggests that players tend to write about 
their dissatisfaction as early as possible and they express their 
concerns in greater depth. On the contrary, positive reviews 
contain concise language. These positive reviews also highlight 
the significance of narrative elements, gameplay, and learning 
experiences. Negative reviews, on the other hand, range from 
monetary concerns to gameplay mechanics, and even false 
advertising. The resulting word correlations provided a glimpse 
into players’ experience. 

In conclusion, our results can provide recommendations for 
developers and researchers alike. By understanding the 
relationships between review length, playtime, and word 
frequency as well as their associations, richer player 
experiences can be created in the realm of VR. 
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for these games contained false information. “Short” is 
commonly found associated with “story”, indicating that the 
length of these games was also a problem. Looking at the 
second largest cluster of word correlations on the right, it can 
observed that game mechanics regarding shooting with guns, or 
simply battle mechanics were badly designed, resulting in in-
game character death. When examining the largest cluster of 
word correlations, the following can be stated. Firstly, those 
words appeared in most negative reviews. Secondly, the cluster 
of words is full of profanity and negative adjectives. Thirdly, 
these words can be associated with the game’s difficulty or 
boring gameplay, bad level design, bugs/issues, and not 
recommending the games. Interestingly, “sale” is also 
mentioned, indicating that the games should be bought during a 
sale as they were not worth their full asking price. 

IV. DISCUSSION 
The research questions were answered by the findings which 

provided an understanding of VR game reviews. Thus, in this 
section, the implications of the results are discussed. 

The first research question focused on understanding the 
length of VR game reviews. The results indicate that negative 
reviews tend to be longer on average compared to positive ones. 
This suggests that players express their dissatisfaction in greater 
detail. This is similar to the results presented by Lin et al. [29]. 
In their study, they compared the length of reviews between 
various video game genres. Although they did not assess VR 
games, our results show that a similar phenomenon exists in 
their case. 

The second research question revolved around the 
relationship between playtime and word numbers in the 
reviews. While no correlation was found, there was a significant 
difference in when players wrote the reviews. Positive reviews 
are written much later than negative ones. This raises 
interesting questions about player motivations. Negative 
reviews are written earlier due to frustration or disappointment, 
while positive ones are written after a more extensive gameplay 
session that strengthens positive impressions. These results are 
also similar to the ones concluded by Lin et al. when they 
examined review times between video game genres [29]. Our 
results show that VR games show a similar phenomenon in this 
regard. 

The third research question focused on the understanding of 
word frequencies and their associations in the reviews. The 
results provided valuable contextual information about player 
experiences. Positive reviews highlight the players’ 
appreciation for narrative elements, gameplay, and game 
mechanics. On the contrary, negative reviews often emphasized 
dissatisfaction with purchasing decisions and they showed the 
importance of how players evaluate the value of money. 
Similarly, players were critical of game length and narrative 
depth. The strong correlations between certain words, 
particularly profanity and negative adjectives, highlights the 
emotional and critical nature of negative reviews. These 
findings show that players use specific language to express their 
frustrations with game mechanics, and certain design elements. 

This study holds significant implications for both VR game 

developers and researchers. For developers, gaining insights 
into the correlation between review length and playtime can 
serve as a valuable foundation for creating new strategies that 
are aimed at enhancing player engagement and immersion. By 
addressing the highlighted concerns within negative reviews, 
such as game mechanics, level design, and fixing the identified 
bugs, developers can actively contribute to an improved player 
satisfaction and experience. Moreover, the word associations 
within the reviews present an opportunity to see the preferences 
and priorities of players. With this understanding, developers 
can optimize and refine aspects of their games that resonate 
positively with players, while simultaneously identifying and 
solving issues that create negative sentiments. Furthermore, the 
identification of prevalent terms within positive reviews, a 
roadmap can be provided for developers. With it, they can 
reinforce the strengths of their games and bolster player 
satisfaction as well. Using these results, developers can more 
effectively tailor their future projects to align more closely with 
the preferences and expectations of their player base. 

Naturally, this study has its limitations. Firstly, only English 
reviews were scraped, and the limit of reviews was 1,000 per 
VR game. Secondly, the analysis was restricted to textual 
content. Thirdly, only Steam reviews were investigated. Future 
research could expand the analysis by including other digital 
video game distribution platforms and other sources of 
feedback, such as forum discussions or social media 
conversations. Also, sentiment analysis techniques and natural 
language processing algorithms could be included to provide a 
deeper understanding of emotions in the reviews. 

V. CONCLUSIONS 
In this study, we analyzed VR game reviews to gain a deeper 

understanding of player experience. We investigated 1,635,919 
textual reviews comprising both positive and negative reviews 
from the Steam digital video game distribution platform. Our 
goal was to understand review length, playtime before 
reviewing, and frequent words as well as their associations 
regarding VR games. 

The results within this study show that negative reviews are 
written significantly earlier and contain more words than 
positive ones. This suggests that players tend to write about 
their dissatisfaction as early as possible and they express their 
concerns in greater depth. On the contrary, positive reviews 
contain concise language. These positive reviews also highlight 
the significance of narrative elements, gameplay, and learning 
experiences. Negative reviews, on the other hand, range from 
monetary concerns to gameplay mechanics, and even false 
advertising. The resulting word correlations provided a glimpse 
into players’ experience. 

In conclusion, our results can provide recommendations for 
developers and researchers alike. By understanding the 
relationships between review length, playtime, and word 
frequency as well as their associations, richer player 
experiences can be created in the realm of VR. 
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Design and Evaluation of Abstract Aggregated
Avatars in VR Workspaces

György Persa∗, Ádám B. Csapó†‡

Abstract—Avatars are commonly used in digital platforms to
provide a visual representation of individual users to each other.
Generally, avatar design in the past has focused on achieving
visual fidelity and realism of social interactions. In this paper,
we broaden the concept of avatars to incorporate displays
using an abstract visual language and conveying information
on aggregated, interpersonal information from the perspective
of the digital platform as a whole. We propose a general design
methodology for such aggregated avatars, and also introduce
and experimentally evaluate an aggregated avatar which we have
developed on the MaxWhere VR platform. Results are promising
in that users were able to discern several key states of the avatar
and correctly associate them with the correct virtual reality
scenarios in a statistically meaningful way.

Index Terms—virtual reality, avatar design, abstract avatars,
aggregated avatars

I. INTRODUCTION

The word ‘avatar’ originates from Sanskrit, and refers to
the meaning of ‘embodiment’, or a ‘divine being made of
flesh’ [1]. In the rapidly evolving fields of virtual reality and
metaverse technology, it evokes a very specific connotation of
a human-like visual representation that can convey real-time
information on the appearance, activities and even the mental
state of a given user [2], [3].

Despite this clear picture of what an avatar is, or should
be, it is nevertheless worth noting that avatars can take many
shapes and forms, depending on the specific information they
are used to represent, the visual and cognitive fidelity of
their representation, and even depending on the context in
which they are used. At one ‘corner’ of this multi-dimensional
spectrum, an avatar can appear as a simple pictogram, showing
a static photo of the user and indicating their presence on the
social / virtual platform. At another ‘corner’ of the spectrum,
highly visually realistic avatars are used that digitally re-
represent the user’s facial and head movements based on
real-time tracking. In a third ‘corner’ of the spectrum, one
can consider digital environments that involve many users
interacting at once, instead of focusing on one-on-one, or
small-group social interactions. In the case of a personalized
virtual reality working environment, helping users to either
streamline their digital workflows, or to focus on personal
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productivity and personal growth in an engaging environment
would be the most relevant feature. In such scenarios, avatars
that provide motivation to users by reflecting back to them key
insights on their activities as a kind of meta-cognitive feature
of the platform might be most valuable. Such meta-cognitive
functionality for an avatar can also in fact be considered in
cases where a platform has many users and the aggregate
statistics reflecting the way in which the platform is being
used will be of more interest than the interaction patterns of
any given user. In this scenario, each user might contribute in
a small way to the overall behavior of the avatar.

In this paper, we broaden the traditional understanding of
avatars to include representations that mirror not just the
specifics of a single user to others but also provide a holistic
view of the digital environment to the user. This includes the
state of the digital platform and the interactions of the user and
possibly numerous other users with the platform. By easing the
rigid definitions of what an avatar represents and to whom, we
propose the possibility of previously unexplored avatar types,
which we label as ‘abstract avatars’ and ‘aggregated avatars’.
We further posit that these types of avatar hold significant
potential in our evolving digital landscape, where human and
digital interactions are deepening not only in the short run
but also in a more sustained, co-evolutionary manner as often
described in the literature on cognitive infocommunications
and cognitive aspects of virtual reality [4], [5]. To validate
this concept, we describe a possible design methodology for
such avatars, develop an example implementation, and perform
validation of this implementation to demonstrate the viability
of this approach.

The paper is structured as follows. In Section II, we consider
different dimensions along which avatars can be qualified, and
define novel categories of avatars based on these dimensions,
including abstract and aggregated avatars. In Section III,
we describe the design steps we have taken to design an
aggregated avatar based on emotional features. In Section IV,
we describe a framework within which we validate the design
of our aggregated avatar through test subjects. Finally, Sections
V and VI present details on the experimental design we have
used, and the results we have obtained.

II. CONCEPTUALIZING NOVEL TYPES OF AVATARS

A. Visual and cognitive fidelity

As discussed in the previous section, the visual representa-
tions used in avatars can range from simple, static pictograms
to highly accurate visual representations of specific users [2],
[6]–[10]. Based on this, it is possible to consider the visual
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would be the most relevant feature. In such scenarios, avatars
that provide motivation to users by reflecting back to them key
insights on their activities as a kind of meta-cognitive feature
of the platform might be most valuable. Such meta-cognitive
functionality for an avatar can also in fact be considered in
cases where a platform has many users and the aggregate
statistics reflecting the way in which the platform is being
used will be of more interest than the interaction patterns of
any given user. In this scenario, each user might contribute in
a small way to the overall behavior of the avatar.
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rigid definitions of what an avatar represents and to whom, we
propose the possibility of previously unexplored avatar types,
which we label as ‘abstract avatars’ and ‘aggregated avatars’.
We further posit that these types of avatar hold significant
potential in our evolving digital landscape, where human and
digital interactions are deepening not only in the short run
but also in a more sustained, co-evolutionary manner as often
described in the literature on cognitive infocommunications
and cognitive aspects of virtual reality [4], [5]. To validate
this concept, we describe a possible design methodology for
such avatars, develop an example implementation, and perform
validation of this implementation to demonstrate the viability
of this approach.

The paper is structured as follows. In Section II, we consider
different dimensions along which avatars can be qualified, and
define novel categories of avatars based on these dimensions,
including abstract and aggregated avatars. In Section III,
we describe the design steps we have taken to design an
aggregated avatar based on emotional features. In Section IV,
we describe a framework within which we validate the design
of our aggregated avatar through test subjects. Finally, Sections
V and VI present details on the experimental design we have
used, and the results we have obtained.

II. CONCEPTUALIZING NOVEL TYPES OF AVATARS

A. Visual and cognitive fidelity

As discussed in the previous section, the visual representa-
tions used in avatars can range from simple, static pictograms
to highly accurate visual representations of specific users [2],
[6]–[10]. Based on this, it is possible to consider the visual
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fidelity of an avatar, in terms of how it relates to the user it
represents in a visual sense.

At the same time, avatars can also be assessed in terms of
their behaviors, whether in terms of how naturally they behave
in social interactions [11]–[15], or in terms of how well they
reflect the key aspects of user interactions, thereby contributing
to increased productivity. Based on this, we have defined the
term cognitive fidelity as follows [16]:

Definition 1: The cognitive fidelity of an avatar is a an
assessment, both qualitative and potentially quantitative, of
how well an avatar reflects the state of an underlying process,
viewed from the attendant benefits to the cognitive capabilities
of the users to whom it appears.

We note that the term cognitive fidelity has been used in
other contexts, for example, to describe how well the use of a
virtual tool corresponds to users’ actions and possible choices
[17], [18]; or in other cases, to describe the ecological validity
of an environment from the standpoint of cognitive tasks being
carried out inside it [19]. In the above definition, we focus
instead on the mental capabilities of the user to whom the
avatar is displayed.

As an example, let us consider a flight simulator. In such an
application, the designer would have a choice as to whether
to represent the co-pilot of the user as a photo-realistic
human whose body posture and head movements are fully in
accordance with normal social interactions, or instead, to use
more abstract representations that can offer useful feedback as
to what is going wrong or what aspects of flight control require
attention. In some cases, even the feedback that “something
is going wrong” can be highly relevant and can improve
cognitive performance.

B. Abstract and Aggregated Avatars

When the main focus is on cognitive rather than visual
fidelity, questions of information modeling and representation
mapping naturally arise.

In terms of information modeling, it is often the case that
parameters that are not so directly linked with physical reality
(for example, statistics on different interaction types, or other
parameters closely related to the application scenario) need to
be communicated through the avatar.

In terms of finding a useful representation, the goal is to map
the information to be represented onto visual (and perhaps
other sensory) channels in a way that is recognizable and
intuitively meaningful to users. From the theory of cognitive
infocommunication (CogInfoCom) channels, if we consider
avatars to be analogous to CogInfoCom messages, then the
information mapping types of direct (both low-level and high-
level), as well as indirect (including structural, co-stimulation
or scenario-based) can be especially relevant [4], [20].

Based on these considerations, we have introduced the
following definitions of abstract and aggregated avatars, with
the intention of encompassing a broader scope of potential
avatar designs [16]. Here, we propose a slightly revised version
of this definition so as to focus – in the case of abstract avatars
– solely on the language of the avatar, irrespective of the
application scenario:

Definition 2: An abstract avatar is an avatar representation
that relies on an abstract, low-level visual language involving
the use of dynamic shapes and colors without reference to
anthropomorphic or zoomorphic concepts.

Definition 3: An aggregated avatar is an abstract avatar
that is used to display the features of an impersonal set of
interactions and contextual events in a computational environ-
ment.

On the one hand, aggregated avatars are capable of provid-
ing users with a mirror of their position within a cooperative
process, as seen through the perspective of the digital envi-
ronment, instead of merely presenting data about other users.
Conversely, due to its largely impersonal character, aggregated
avatars can also serve to inform users about the comprehensive
‘status’ of a platform like a workplace or a virtual reality
setting. This includes collective, environmental concepts such
as the ’vibrancy of the surroundings’ or the ’enthusiasm level
of participants’. These aspects are somewhat influenced by the
conduct of the users involved, yet they cannot easily be broken
down into the distinct individual behaviors of each user.

C. Design principles for the development of abstract and
aggregated avatars

Based on the dichotomy of information and representation
modeling, the design of an abstract or aggregated avatar can
be broken into the following steps:

1) Answering the question of what information types to
model, including potential range of numerical values. In
case the state to be modeled includes (fuzzy) categorical
features as well, e.g. fuzzy modeling can be used to
convert states into numerical fuzzy membership values.

2) Answering the question of how the resulting variables
can be mapped onto an intermediate language suitable
for driving discernible and interpretable avatar behav-
iors. One example of such an intermediate language can
be a valence-arousal based emotional model, which is
capable of representing distinct emotional states that can
be recognized with relative ease by many users.

3) Finally, defining the visual features of the abstract avatar
that can be used to drive its behavior, and mapping onto
them the states of the intermediate language described
in the previous point.

III. DESIGN OF AN EMOTIONALLY BASED AGGREGATED
AVATAR

We have given design principles for aggregated avatars in
previous sections, aiming to enhance cognitive fidelity by
finding suitable mappings between cognitive attributes of users
and visual features of avatars. In our prior works, we created
and implemented an abstract avatar inspired by ethology that
can express emotional states [21]. We used this avatar design
to present the aggregated space data to users.

A. Emotion displaying agent

The abstract agent that we designed to display emotions
has two distinct parts: A colored sphere that can change
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Fig. 1. The appearance and degrees of freedom of the emotional display
agent

its transparency and size; and a cube-like structure that has
different colors on each side and resembles a maze 1. Degrees
of freedom included the position of the component, size of ele-
ments separately, color and transparency of the sphere element
and rotation speed and angle of the square-like element. This
setup provided us with the possibility of evoking associations
with emotional states [22].

A possible way to illustrate the aggregated state of a virtual
environment is to use the emotion displaying agent as a
collective representation of the space. The agent acts as an
abstract aggregated avatar that reflects the overall mood of the
virtual space through its visual features. This approach requires
a mapping function that can translate the aggregated state of
the space into the visual parameters of the agent’s appearance
and behavior.

B. Mapping emotions to agent

Based on the evaluation of expressive features of the Emo-
tion Display Agent, we designed a continuous mapping which
can construct the look of the Emotion Display Agent for any
combination of emotions. For this purpose we used the well-
known Valence-Arousal model of emotions. This psychologi-
cal framework describes how emotions are represented in two
dimensions: valence refers to the positive or negative quality
of an emotion, while arousal refers to its intensity or activation
level.

The main goal with the mapping was to produce the
kinds of appearances in the case of different valence-arousal
value compbinations that have already been associated with
corresponding emotion (happiness, sadness, fear, etc.) by users
in the previously cited study [22]. Thus, we designed the
following rules to achieve this:

• High valence and high arousal drove the avatar into a
state where it expressed happiness by growing in size,
with the sphere element exceeding the inner maze shape
and appearing in a yellowish color while rotating at a
relaxed pace

• High arousal with low valence caused the avatar to
display anger: the sphere element turned red and shrunk
while the maze element exceeded the sphere in size and
rotated with high speed and non-linear easing.

• Low valence with low arousal caused the avatar to display
a sad expression. It rotated evenly, moved away from the
camera and shrunk in every dimension while the maze
elements greatly exceeded the size of the sphere. The
color looked approximately pale purple in this state

• High valence with low arousal reflected a bored or sleepy
state of the avatar. To express this emotion, the maze
element rotated at a low speed but unevenly, while the
sphere grew big and appeared in a purple-like color

• In its natural state the avatar looked relaxed, with a green
colored sphere slightly exceeding the size of the maze
element. Rotation and easing were adjusted to normal
pace in this case.

The top-right corner of Figure 2 shows several examples
of how arousal and valence were mapped onto the avatar
parameters.

C. Mapping aggregated interactions to emotions

As described in [5], modern infocommunication platforms
are evolving to encompass a wide variety of novel interfaces,
including virtual reality interfaces, AI-driven interfaces and
distributed Web 3.0 applications. In this context, new kinds
of aggregated information types are emerging which, when
communicated to users in a way that represents the system as
a whole, can provide intuitive feedback on parameters such
as how active, how overloaded, or how quiet the system is –
whatever the case may be.

In the context of virtual reality, parameters such as number
of users, activity level of users in terms of moving around
in the space, exploring localized subsets of the space, or
interacting with others in the space could be of interest.

The specific mapping functions that are used will naturally
depend on the aggregated data and the goal of the system in
communicating it to users. In Section IV-B, we present a de-
tailed example of one specific application we have developed
to test the aggregated avatar concept.

IV. A TEST FRAMEWORK FOR EVALUATING ABSTRACT
AND AGGREGATED AVATARS

To evaluate the effectiveness of the abstract aggregated
avatar, we developed a test framework in the MaxWhere VR
application. The main objective was to obtain quantitative data
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Fig. 2. Architectural diagram of testbed framework used for investigating
aggregated avatar in MaxWhere VR.

on how well the participants could understand and differentiate
the aggregated state of the virtual space. The basic idea was to
design a test in which we could present various user interaction
scenarios in the virtual environment and also display the
state of the abstract aggregated avatar. We could then test
whether a participant could identify the relationship between
a user interaction and the corresponding changes in the visual
appearance of the avatar by either swapping or keeping aligned
the interaction videos and the avatar recordings, and repeating
this idea with several different kinds of interactions. The
overall structure of the framework is shown in Figure 2.

A. MaxWhere VR

MaxWhere VR is an innovative virtual reality platform
that enables users to create and experience immersive virtual
environments for various applications. MaxWhere VR offers
a versatile and customizable framework that can suit different
needs and goals. Users can access a rich library of 3D scenes
or import their own content to design their own virtual worlds
with custom functionalities. It can be used for presenting,
showcasing, collaborating or research purposes as well.

Unlike other platforms, MaxWhere VR offers a unique
feature called the “Where Object Model” (WOM), which is
similar to a Document Object Model (DOM) used in web
programming, but for 3D spaces. The WOM allows users
to access and manipulate the properties and behaviors of
3D objects using Javascript code. Users can also create and
load components, which are reusable pieces of code that can
enhance the functionality and interactivity of the 3D spaces.
With MaxWhere, users can design and program their own
3D spaces in a flexible and dynamic way, using powerful
programming interfaces.

The platform also provides users with so-called “smart-
boards”, which are essentially 2D display panels that can be
used to show web content in a customizable size, position and
orientation within the 3D space.

Due to its ability to customize the environment MaxWhere
VR is convenient for designing scientific experiments in virtual
spaces. Adding custom functionality to virtual spaces allows
researchers to perform an experiment directly in the virtual
space or collect data from the application for further analysis.
The business logic of the experiment can be implemented as a
component and can be easily added to any MaxWhere space.
Many examples of such environments can be found in the
literature (see e.g. [20], [23]–[25]).

B. Analytics Proxy and Testbed Component

MaxWhere provides several proxies to aid component de-
velopers accessing higher level information about 3D objects
or application state. Proxies are modules which use the
MaxWhere engine WOM API to implement functionalities
and encapsulate them into a dedicated interface. Interfaces
defined this way can be made available for MaxWhere com-
ponent developers by exposing functions to the WOM API
thus making them available for any MaxWhere user. Using
this structural possibility we developed a Space Analytics
MaxWhere Proxy with the aim of reporting about the user
interaction in the space conveniently. The proxy provides basic
information about the virtual environment, such as the sum
axis aligned bounding box (AABB) of the space calculated
from each visual object located in the space. Furthermore event
listeners can be registered via the interface which reports about
the following events:

• User (camera) movement in the space
• User changes between 3D and menu of the space
• User discovers a 3D object by orbiting around it
• User interact with a smartboard in the space with mouse

cursor
The reporting methods for these events can be adjusted on
the proxy. Users can specify the reporting interval if the
continuous event sending is not desirable. Also, the behavior
for unchanged states can be modified as the user can choose
whether the idle system should report the identical events or
not.

Using the generic Space Analytics Proxy we implemented
a custom Testbed MaxWhere component for creating statistics
from the space data. For the calculations we used a customiz-
able time window (default is 40 seconds) in which each type
of data is aggregated. We construct the following properties
from the gathered information:

• Ratio of discovered area of the space relative to the total
AABB. Covered area is calculated by creating an AABB
from camera positions

• User mobility: Ratio of time the user spent moving
• Ratio of time the user spent interacting on a smartboard.

Calculated from mouse cursor moves while 2D content
is displayed

• Ratio of time the user spent in a smartboard, on the menu
or in 3D
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• Ratio of time the user spent orbiting around a 3D object
The produced statistics are then converted into the inter-

mediate interpretation of Arousal and Valence values. For
this calculation we defined the processing functions for each
parameter of the aggregated Space Analytics data. We used
three different transition functions: One for a high effect with
a quick slope, one which increases the effect of a parameter
as it nears the average value and one for a small contribution
with stretched out slope. Using these transfer functions we
tailored the Arousal and Valence values so that:

• High valence was associated with the statistical parameter
values all being around average, which means that the
user interactions are not one-sided and the space capabil-
ities are all used for some degree.

• High Arousal values are directly but not linearly corre-
lated with user movements and orbiting around objects, or
with the discovered area increasing. Switching between
3D space and 2D menu / interaction on smartboards only
had a limited effect of this value.

The calculated affective values were then used to drive the
look of the aggregated avatar inside the MaxWhere space. The
avatar – as summarized in section III-A - is able to express
emotions via changes in its visual parameters. To map affective
values derived from spatial events to the adjustable attributes
of the abstract avatar we use the mappings presented in section
III-B. The data flow behind the framework is presented on
Figure 2.

Note that we have also implemented utilities for record-
ing and replaying user interactions and avatar states. When
recording, the avatar is temporary hidden and the user can
interact with the space normally. Each interaction received
on the Analytics Proxy is recorded and written into a file.
The proxy is configured to report every state of the space
periodically, thus a continuous sequence of states is stored as
a result. Using the replay function, it is then possible to read
these files at a later time and to drive the aggregated avatar
with the recorded space state values. During replay the space
is hidden and only the avatar is visible. Hiding the avatar or
the space in these utilities was important for creating sample
sequences and videos for further analysis.

V. EXPERIMENTAL DESIGN

In the following section we describe the details of the
experiment we performed to validate the feasibility of our
aggregated abstract avatar.

A. Test videos

We used the record features of the MaxWhere testbed
component to create several pairs of test videos to evaluate
the performance of the avatar. Each pair of videos included a
user interaction video and an avatar behavior video. The user
interaction videos captured only the scene and the interactions
without the avatar, while the reactions of the avatar to these
interactions were recorded from the saved log file using the
replay function. During replay, we recorded the corresponding
video showing only the expressions of the avatar. To facilitate

comparison, we selected three different aspects of user behav-
ior as dimensions for choosing typical interaction patterns for
the videos. The three dimensions were as follows.

• Discovery: Spatial behavior when the user moves around
the virtual space and discover multiple 3D objects. It
consists of the space analytics data of camera movements
and orbiting.

• Manipulation: Describes the scenario when the user in-
teracts with the 3D objects using the Editor capabilities
of MaxWhere. It includes a little bit of orbiting from
the space analytics data and mostly specified by menu
transitions and cursor movements. During this scenario
the user opens and closes the menu multiple times, inputs
values on the user interface or moving around 3D object
or resize them in the space with dragging gesture of the
cursor.

• 2D Operation: Characterized by smartboard interactions.
Using the space analytics data of entering or leaving a
smartboard and cursor moments while a smartboard is
selected for usage. This is the case of browsing the web
or working on a content in smartboards.

We recorded 8 pairs of videos in total along these dimen-
sions. For each interaction types we made two videos where
only that behavior was shown (six videos in total). We also
made one video where the user showed no behavior and one
video where the user showed all the behaviors. The original
videos were about one minute long, but we sped them up to
30 seconds for the experiment.

A frame from a video of a user interaction and the corre-
sponding avatar behavior can be seen on Figure 3.

B. Survey

We conducted an experiment to test how well participants
could match user interaction videos with avatar behavior
videos. We have chosen the aggregated state of the virtual
space to be the ”usefulness” of user interactions. This means
that the ”mood” of the affective avatar was driven by the user
interaction types and based on the quality and the quantity of
interactions the avatar displayed a combination of ”happy”,
”frustrated” or ”angry” state.

We created 8 video pairs in total, each consisting of a user
interaction video and a corresponding avatar behavior video as
described in the previous section. We then randomly selected 2
video pairs for each task and presented them to the participants
in a mixed order: first a user interaction video, then another
user interaction video, then an avatar behavior video, and then
another avatar behavior video. The participants had to decide
which of the two avatar behavior videos matched the first user
interaction video they saw. In other words, they had to choose
between the combinations of (1-3; 2-4) and (1-4; 2-3). This
task is presented to the participants four times with different
video pairs each time.

The complete experiment consisted of the following steps:
• Language selection (we prepared an English and a Hun-

garian version)
• First we introduced the details of the research and ex-

plained the tasks ahead
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Fig. 3. Example of user interaction video (on the left) with the corresponding avatar video (on the right) showing a 2D operation scenario.

• Collection of informed consent from the participants for
anonymized data collection

• Presentation of the 4 matching tasks
The briefing text was the following:

“This study explores the expressive capabilities of an
abstract-shaped avatar.
The avatar aims to convey a summary (aggregated
state) of events occurring in the virtual space. Since
the avatar has an abstract shape, it can use only
abstract methods (based on emotional associative
techniques) to express its state. This test evaluates
how well the avatar’s expression is understood.
In the following sections, we will present you with 4
tasks, each consisting of 4 videos. The first 2 videos
in each task will show user interactions in the virtual
space, while the third and fourth video will show the
avatar’s response to user behaviors from one of the
user videos. Your goal will be to pair the first two
(user) videos with the second two (avatar) videos.
We used MaxWhere VR application to create the
virtual environment for this experiment. This ap-
plication allows users to access or upload media
contents through interactive boards in the 3D space,
also known as ”smartboards”. The user interaction
patterns in this system can be classified into three
types:

• navigation: moving in the space
• 2D interaction: viewing content on smartboards
• manipulation: moving, resizing smartboards

We recorded user interaction videos in this study
that include these patterns. These patterns affect
the ”mood” of the abstract avatar, which changes
the displayed overall state of the environment to
combination of these values: ”bored”, ”excited”,
”happy” or ”frustrated”. In the following tasks,
the overall state will be the ”usefulness” of user
interactions, which means how much the user takes
advantage of every function available in the space.
For instance,

• a ‘pointless wandering’ pattern will trigger a
frustrated mood,

• a task pattern will trigger a combination of
bored mood and excitement based on how repet-
itive is the task,

• and a balanced use of all interaction types will
trigger a happy mood.

The recordings are about 30 seconds long and each
are accelerated to the same degree.”

We also present a brief video to the participants after the
introduction, which demonstrates the typical user interactions
in MaxWhere VR that are described in the briefing text. This is
essential for ensuring that they can recognize and differentiate
the actions on user interaction videos with as much confidence
as a more experienced MaxWhere user.

C. Automated data collection

The survey used an automatic recording system to store each
response in a spreadsheet that was linked to the survey. The
recording also triggered several custom routines that analyzed
the answer and produced some statistical metrics. To do this,
we created a custom scripting interface that connected the
survey with the data collector modules that were integrated
into the survey. The custom routines generated the survey for
the next participant. This way, the next version of the test had
different order and combinations of answers and videos.

The survey for the experiment is created in Google Forms
linked to a Google spreadsheet to store the results. Custom
routines were implemented in Google Apps Script framework
to process the data. The script runs automatically after each
Form submission, triggered by the framework settings.

D. Custom routines

Custom routines performed upon survey completion in-
cludes randomization of the next test and evaluation of the
current one.

Video randomization is performed using the following steps
in the script.

• Read out the URLs of video pairs from a spreadsheet
page. Each video pair (user interaction and avatar video)
is associated with an ID.

• Associate groups to the video pairs according to which
user interaction type they contain

• For the first task, select the Idle video and pair it with one
of the one-dimensional videos (Discovery, Manipulation,
Operation2D).
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Fig. 4. Example run of the randomization routine. Numbers depicts the
order of operation. Letters are the user interaction types (D - discovery, M -
manipulation, O - 2D operation, I - idle, A - all)

Fig. 5. Data flow of survey, connected spreadsheet and custom routines.
Automatic routines run when a survey is completed. It evaluates current
answers and shuffle pairs for a new run. Manual routines run on demand
and create analytics.

• For second and third task, pair the least used one-
dimensional videos randomly. Least used videos are de-
termined by counting how many times a video is already
used for pairing in previous tasks. (thus, it is actually
forced for the second task but not for the third)

• Pair the All dimensional video with the remaining video
for the last (fourth) task.

• Randomize order within pairings to alter display order of
videos in the survey.

The outcome of random pairing for the tasks of the next
survey is then registered in a spreadsheet. It represents the
expected answers for the next submission. An example run of
the randomization routine is demonstrated on Figure 4.

The form submission trigger runs the script after the con-
nected spreadsheet has been updated with the latest responses.
This allows the script to automatically check the accuracy of
the matching tasks. The script retrieves the correct answers
from the sheet based on the latest response.

The overall functionality of the evaluation and randomiza-
tion script can be seen on Figure 5.

VI. RESULTS

In this section we summarize the statistical analysis of the
survey responses. The main objective of the analysis is to
determine how well the users can match the avatar behaviors
with the corresponding user interactions.

The survey has been distributed only for a smaller group
at first for fine-tuning. Based on the preliminary findings

described below, we modified the survey and recruited a
larger group of participants through social media and technical
forums. We analyzed the final responses using the custom
manual methods explained in the previous section.

A. Preliminary results

For the test video pairs, we initially had a slightly different
setup. In the first version of the experiment we combined
2 different interaction types as well instead of using only
one, zero or all dimensions for creating test videos. The
randomization algorithm also did less instructed shuffling,
which made the video match tasks more challenging.

We recorded answers from 12 people (5 male, 7 female) and
found that none of the interaction types produced acceptable
recognisability. We also observed that the randomized task
generator created complex combinations that increased the
difficulty level for even the most skilled MaxWhere users.

B. Revised experiments

Based on the preliminary results we simplified the ex-
periment tasks by reducing the number of user interaction
types depicted in the test videos. This made the videos more
distinguishable as the participants did not see tasks with
combinations of the same user interaction type.

We also modified the shuffle algorithm in order to fix one
half of the random pairings in half of the tasks. The first task
has always presented the zero dimensional case and the last
task had all the user interaction types for one of the video
pairs. The revised video pairing is described in steps in section
V-D. The new routine solved the distribution problems as well,
because each video pair is used once for each participant.

The explanatory text at the beginning of the survey has also
been modified in order to provide a better understanding of the
upcoming tasks. We added information about MaxWhere VR
in general and introduced the typical user interaction types
performed in the user videos of the tasks in a bullet point list
and on a short video. We emphasised that the aggregated state
of the space is the ”usefulness” of user interactions in this
experiment and listed several examples for mappings between
the user interaction and displayed emotions of the avatar. For
example, we described that a happy avatar means that the
user interaction was useful, while a frustrated or bored avatar
means that it was not. These sentences helped the participants
to understand the situation presented on user interaction videos
and emotional states shown on avatar videos. We considered
this to be reasonable for our experiment, realizing that it would
have been difficult to expect users to associate interactions
with the avatar if they had not been attuned to the kinds of
interactions that exist in the first place, or the general purpose
of the avatar.

C. Statistical analysis

We recorded responses from 31 participants (8 female, 22
male, 1 undefined). Most of them were middle-aged with
average age between 30 and 41. Based on the media channels
we distributed the survey, we could ascertain that participants
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Fig. 6. Tables used for extracting input data for Chi Square test. Tests table consists of participation of interaction types in tests. Matches table shows
the successful matches of the user interaction types. Expected and Observed tables are calculated for Chi Square test using the basic assumption that user
interaction types can be recognized only as good as 50%

Fig. 7. Confusion and occurrence matrix of the matching results. The matrix has two parts: the lower left part shows the total number of appearances of each
user interaction type combination, and the upper right part shows the rate of successful matches for each combination. Darkness of background color of cells
indicates the significance of values

Fig. 8. P values of Chi Square test. The result shows significant difference for Idle and Manipulate state and unconfirmed difference for Discover and
Operate2D.

had adequate computer skills and at least half of them were
familiar with 3D video games.

We performed various statistical tests and analyses to assess
how well our avatar can convey the aggregated state of the
space during different types of user interaction. To obtain
meaningful statistics, we first grouped the data by dimensions
of user interaction type. We counted the successful matches
from the tasks for every participant and registered a successful
recognition of the aggregated state for each successful match.
Since the matching tasks involved two different dimensions
each time, we recorded success or failure for both of the
involved interaction types.

We constructed two basic tables from the extracted data:
The total number of participations and number of successful
matches for each user interaction dimension. Both tables
were derived from the spreadsheet that contained the pairing
information about each test run. Using the pairing information
alone we could construct the participation matrix. The auto-
mated evaluation script registered the success for each task of
each test run, which was used to construct the correct matches
matrix. Results of extracted tables can be seen on Figure 6.

Based on the participation and correct match tables we
constructed a confusion matrix. This matrix shows how well
the participants matched the items correctly in each task.

It helps us to evaluate how well the expressive ability of
our avatar performs for different types of user interactions.
We obtained the accuracy by dividing the number of correct
matches by the number of total appearances. Figure 7 shows
the confusion matrix we generated. The Idle and Discover
scenario had the highest type combination score. This makes
sense because the avatar shows anger in one case and boredom
in the other.

For our statistical test we used Chi square test to see how the
aggregated avatar performed. A Chi square test is a statistical
method that can be used to test the association between
pairs of categorical variables. The test compares the observed
frequencies of each category with the expected frequencies
under the null hypothesis of no association. The p-value of the
test is the probability of obtaining a test statistic as extreme or
more extreme than the observed one, under the null hypothesis.
A small p-value indicates that there is strong evidence to reject
the null hypothesis and conclude that there is an association
between the variables – in our case, that users peformed better
than randomly in the case of at least one category.

As a baseline, or null hypothesis we used the assumption
that the avatar does not help in recognition of the aggregated
state of the virtual environment. This means that we suggested
that the participants choose randomly during the matching
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tasks giving us 50% success rate for each user interaction
types.

Therefore, we set the expected table for Chi square test
reflecting this statement. Each value in the matrix has been
calculated by taking the half of the total occurrences of the
given type combination. We used the matrix diagonal to store
the summed result for a given dimension. For example, the
total expected value for Discover user interaction type is the
sum of each test combination containing Discovery divided by
two, which is 62 / 2. Note, that we also simplified the case
of zero values in the expected matrix to keep the calculation
straightforward. We replaced zeros (which would cause a
divide error during the upcoming calculations) with 1E-10
values. The expected table can be seen in lower left side of
Figure 6.

We obtained the observed values for the Chi square test
from the correct match matrix. In the diagonal we use the
number of observed successful matches for a given interaction
type which is calculated by the sum of correct matches for a
given dimension in each combination it participates. For non-
diagonal cells we used the number of incorrect choices of
a given interaction type combination as the expected values
describes the choice of the given value despite of the correct
answer. We calculated these values by subtracting the correct
match value for each combination from the total number
of occurrences. For example, see the first two cell of the
Observed matrix on Figure 6. The observed total of successful
matches of Discover dimension is 14 + 12 + 7 + 7 = 40.
The total number of times when participants mistakenly chose
Manipulate instead of Discover when these two dimensions
were combined is 20 - 14 = 6

Using the composed matrices we could calculate the P
values of the Chi square test for each user interaction type as
shown on Figure 8. We used 5% for the statistical threshold
to reject the null hypothesis.

Based on the results we can state that Idle and Manipulate
state show extreme deviation from the values picked by chance
(Manipulate 2.2%, Idle 1.9%), thus the effect of our avatar for
choosing the correct matching were statistically significant.
With other words it is extremely improbable that the results
are unrelated to the avatar setup. All and Operate types showed
no real deviation from the randomly selected answers thus they
could not produce evidence for the usefulness of the avatar.
Discover type however shows high probability for existing
effect of the avatar without being considered as significant
result (14% chance for no connection).

VII. CONCLUSIONS

In this paper, we broadened the scope of the avatar concept
to include multi-user avatars using an abstract visual language,
referred to as aggregated avatars. We argued that such avatars
could be useful in multi-user platforms such as VR-based
working environments. We proposed a design methodology
and developed a reference implementation of the aggregated
avatar concept on the MaxWhere VR platform.

Based on our statistical analyses we can conclude that two
major types of user interactions (idle state, and rearrangement

of spatial content) could be very well recognized by users
with the use of our abstract aggregated avatar. A third type
of interaction, referring to users moving around in the space,
were also likely to be recognized by users at a higher success
rate than chance. Other dimensions provided a promising but
statistically not relevant result – although in the case of the
“All” state, this could have been due to the fact that this state
included some examples of all other interactions. Based on
these results, we conclude that the proposed avatar design
could be applicable to some contexts, and is worthy of further
study and refinement.
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tasks giving us 50% success rate for each user interaction
types.

Therefore, we set the expected table for Chi square test
reflecting this statement. Each value in the matrix has been
calculated by taking the half of the total occurrences of the
given type combination. We used the matrix diagonal to store
the summed result for a given dimension. For example, the
total expected value for Discover user interaction type is the
sum of each test combination containing Discovery divided by
two, which is 62 / 2. Note, that we also simplified the case
of zero values in the expected matrix to keep the calculation
straightforward. We replaced zeros (which would cause a
divide error during the upcoming calculations) with 1E-10
values. The expected table can be seen in lower left side of
Figure 6.

We obtained the observed values for the Chi square test
from the correct match matrix. In the diagonal we use the
number of observed successful matches for a given interaction
type which is calculated by the sum of correct matches for a
given dimension in each combination it participates. For non-
diagonal cells we used the number of incorrect choices of
a given interaction type combination as the expected values
describes the choice of the given value despite of the correct
answer. We calculated these values by subtracting the correct
match value for each combination from the total number
of occurrences. For example, see the first two cell of the
Observed matrix on Figure 6. The observed total of successful
matches of Discover dimension is 14 + 12 + 7 + 7 = 40.
The total number of times when participants mistakenly chose
Manipulate instead of Discover when these two dimensions
were combined is 20 - 14 = 6

Using the composed matrices we could calculate the P
values of the Chi square test for each user interaction type as
shown on Figure 8. We used 5% for the statistical threshold
to reject the null hypothesis.

Based on the results we can state that Idle and Manipulate
state show extreme deviation from the values picked by chance
(Manipulate 2.2%, Idle 1.9%), thus the effect of our avatar for
choosing the correct matching were statistically significant.
With other words it is extremely improbable that the results
are unrelated to the avatar setup. All and Operate types showed
no real deviation from the randomly selected answers thus they
could not produce evidence for the usefulness of the avatar.
Discover type however shows high probability for existing
effect of the avatar without being considered as significant
result (14% chance for no connection).

VII. CONCLUSIONS

In this paper, we broadened the scope of the avatar concept
to include multi-user avatars using an abstract visual language,
referred to as aggregated avatars. We argued that such avatars
could be useful in multi-user platforms such as VR-based
working environments. We proposed a design methodology
and developed a reference implementation of the aggregated
avatar concept on the MaxWhere VR platform.

Based on our statistical analyses we can conclude that two
major types of user interactions (idle state, and rearrangement

of spatial content) could be very well recognized by users
with the use of our abstract aggregated avatar. A third type
of interaction, referring to users moving around in the space,
were also likely to be recognized by users at a higher success
rate than chance. Other dimensions provided a promising but
statistically not relevant result – although in the case of the
“All” state, this could have been due to the fact that this state
included some examples of all other interactions. Based on
these results, we conclude that the proposed avatar design
could be applicable to some contexts, and is worthy of further
study and refinement.
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Abstract—Despite rapid advancements in the automotive 

industry, traffic safety risks persist. Addressing this challenge 
requires innovative driver assistance technologies. Common 
accidents result from driver inattention, fatigue, and stress, 
leading to issues like falling asleep at the wheel and improper 
acceleration and braking. Our study aims to contribute to 
advanced driver assistance systems that adapt to drivers' 
emotional needs, ultimately enhancing road safety. In this paper, 
we mention the result of our research to estimate drivers' emotions 
using sensors. For that purpose, we developed a sensor network 
containing sensors such as EEG, eye tracker, and driving 
simulator. We explored the relationship. As a result, we confirmed 
the relation between the driver's emotions, especially sleep 
conditions, driving speed, duration, and brain wave behavior. 
 

Index Terms—driving support system, emotion estimation, EEG, 
eye tracking, sensor network, persistent homology 
 

I. INTRODUCTION 
midst the rapid devolution of the automotive industry, the 
persistence of traffic safety risks remains a critical concern. 

Consequently, the development of intelligent and innovative 
driver assistance technologies becomes imperative. Among the 
factors contributing to traffic accidents, the most prevalent 
include falling asleep at the wheel, improper acceleration, and 
braking errors. These mishaps stem from driver inattention, 
fatigue, drowsiness, and stress, all significantly contributing to 
road accidents. In particular, the cumulative effects of fatigue 
resulting from extended periods of driving can substantially 
impair a driver's cognitive function and judgment, ultimately 
leading to drowsiness. Hence, it becomes essential to promptly 
detect driver fatigue and drowsiness during driving and institute 
appropriate measures. To address this challenge, there is a 
pressing need to develop support systems that encourage 

drivers to take breaks and enhance the in-vehicle environment 
to optimize comfort. 

Given this backdrop, our research endeavors to objectively 
assess driver fatigue by gathering an extensive array of data, 
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encompassing ElectroEncephaloGraphy (EEG), heart rate, eye 
movements, and driving activities, all obtained through driving 
simulators. We aim to scrutinize this data meticulously, with 
the expectation of delivering valuable insights that can enhance 
driver safety and mitigate the risk of traffic accidents. 

It is worth noting, however, that while EEG holds promise as 
an excellent indicator of emotional states, practical limitations 
arise when attempting to employ EEG sensors during driving. 
Additionally, EEG sensors may provide limited accuracy in 
measuring neural activity related to emotions occurring beyond 
the upper layers of the brain. [1].  

The remaining part of this paper is structured as follows.  
Section 2 introduces a variety of related research.  We explain 
the research goal, problems, and objectives in Section 3.  The 
sensors and network we used in the research are explained in 
Section 4.  Section 5 explains the detailed experiment result, 
and discuss and analyze the result in Section 6.  Finally, we 
present our conclusions in Section 7. 

II. POSITIONING AND THE RELATED WORKS OF THE PAPER 

Numerous studies have been undertaken to predict driver 
fatigue by examining the correlation between drivers' biological 
signals and their eye movements. 

A. Relationship between this study and Cognitive 
Infocommunications 
This paper proposes and uses a sensor system to estimate a 

driver's mind state and subsequently explore the relationship 
between emotional states and driving behavior. This study 
combines artificial and natural cognitive capabilities. The 
whole system's new hybrid cognitive capabilities fall into the 
concept of Cognitive Infocommunications [2,3]. 
One of the branches of Cognitive Infocommunications focuses 

on Cognitive Mobility, which investigates the entangled 
combination of research areas such as mobility, transportation, 
vehicle engineering, social sciences, artificial intelligence, and 
Cognitive Infocommunications [4,5].  
Thus the overall new capability of the combination of the 

censoring system and the driver leads to a new capability of the 
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whole system that is to improve the driving effectiveness to 
avoid accidents and further car design outcomes.  
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B. Studies Using Heart Rate and Electrocardiogram [6] 
This study reported that during the transition from mental 

fatigue to drowsiness, the number of blinks increased and, 
conversely, the heart rate decreased. 

C. Studies utilizing gaze angle and eye rotation angle [7] 
This study used image sensors to generate computational 

models from gaze and eye rotation angles.  As a result, it was 
reported that the accuracy of measuring mental workload from 
driving was improved from eye movements. 

D. Studies Using Gaze Angle and Eye Rotation Angle [8]. 
This study has shown that blinking decreased with task load 

during driving.  However, another paper [9] has found the 
opposite result, that blinking increases with increasing task load, 
and there still needs to be a clear answer regarding how it can 
be used. 

Furthermore, numerous studies have explored the monitoring 
of driver emotions using sensors as a means to prevent risk-
taking behavior. These investigations involved using multiple 
driving simulators to simulate realistic driver interactions and 
estimated driver emotions based on driving performance data. 
However, these studies did not directly detect emotional data to 
validate the accuracy of their measurements [10]. In [11], 
researchers developed a sensor network to establish a mapping 
relationship among various sensor data to monitor driver 
emotions. This approach incorporated metrics such as heart rate, 
skin conductance, skin temperature, and facial expressions. 
Nevertheless, the research did not address driving performance 
data closely tied to driving behavior. [12] introduced a non-
intrusive emotion recognition system designed for car drivers, 
employing a thermal camera to enhance Advanced Driver 
Assistance Systems (ADAS). However, it's important to note 
that this system has yet to be tested in actual driving conditions, 
which leaves room for further exploration and validation. 

Prior research efforts have explored various avenues in the 
realm of emotion recognition for drivers. For instance, in [13], 
an approach centered around facial expressions was introduced. 
This approach leveraged a comprehensive on-road driver facial 
expression dataset, encompassing diverse road scenarios and 
corresponding driver facial expressions during driving. 
Meanwhile, [14] devised a methodology that combines Local 
Binary Pattern (LBP) features with facial landmark features to 
detect driver emotions. This method further employed a 
supervised machine learning algorithm, specifically a support 
vector machine, to classify different emotions effectively. 

Additionally, [15] put forward an innovative approach, 
introducing a custom-created Convolutional Neural Network 
(CNN) feature learning block to enhance the performance of an 
existing 11-layer CNN model. This augmentation resulted in an 
improved and faster R-CNN face detector capable of accurately 
identifying the driver's face. However, it's essential to note that 
these studies primarily focused on processing facial image data 
for driver emotion recognition. They did not delve into aspects 
such as body motion or explore the intricate relationship 
between driver emotion and driving performance data.  

III. OUTLINE OF THIS STUDY 

A. Research Goal 
This research aims to estimate drivers' emotions during 

driving to prevent car accidents. 

B. Problems and Objectives of the research 
 While several studies have explored the estimation of driver 

emotions through means such as brain waves and other bio-
signals, there are two notable challenges to consider. Firstly, 
relying solely on EEG may be problematic due to potential 
variations caused by the experimental environment, introducing 
an element of risk. Secondly, the practicality of measuring EEG 
by having drivers wear sensors while driving is a concern. 

To address these issues, we aim to identify alternative 
sensors that are easy to use, robust, and cost-effective. We will 
compare these potential sensors with popular vital sensors 
commonly employed for health monitoring, as well as sensors 
integrated into vehicles but not worn by individuals. By 
examining these options, we can explore the feasibility of 
replacing EEG with more practical sensor solutions for emotion 
detection in a driving context. 

IV. SENSORS 
We implemented a sensor network for driver emotion 

monitoring around a driving simulator.  In this section, we 
would like to explain each sensor and outline the network.  

A. Driving simulator 
To achieve the goal of estimating the driver's emotions by 

using a drive recorder and analyzing the relation between driver 
emotions and behavior during driving, we collect driving 
performance data from the driving simulator such as speed, 
accelerator pedal degree, brake pedal pressure, steering angle, 
and distance from the start.  

 
Fig. 1.  EEG sensor (headband) [13]   

 

 
   Fig. 2  Eye tracking device [16] 
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B. EEG sensor 
We used an EEG sensor to estimate the mind state of a driver. 

Typically, EEG sensors are large devices with many electrodes 
used in hospitals, but using such devices in a car or a driving 
simulator is not easy [16]. So, we have developed a wearable 
EEG sensor that can acquire data for several hours without 
stress, as shown in Figure 1. This EEG sensor has BLE and 
sends data in real time.  The sampling rate is 512 Hz.  In this 
experiment, we used M5Stack Core2 [18] as a receiver of the 
EEG signal, and the data is written on an SD card in the receiver 
device. The EEG sensor can output the information listed in 
Table 1. In addition, our sensor can output two additional 
information: Attention (concentration, similar to Beta wave) 
and Mediation (relaxing, similar to Alpha wave) [19].  

C. Eye tracker 
We utilized an eye tracker, specifically the Pupil Core [20], to 

monitor eye movements accurately, as illustrated in Figure 2. 
This device provides us with the precise x and y coordinates of 
the gaze, enabling us to simultaneously capture video footage 
of the surrounding scenery and the movement of the eyeball. 

D. Network 
As shown in Figure 3, we established a sensor network for 

data collection, with certain components connected via 
Bluetooth Low Energy (BLE [21]) for real-time data 
transmission. In contrast, other components, such as sensors 
connected on  Controller Area Network (CAN [22])  in the 
driving simulator, remained offline for security considerations.  

V. EXPERIMENT AND RESULT ANALYSIS 

A. Experiment Design 
We set two test courses in the driving simulator. One is Tokyo 

Metropolitan Highway (C1), and another is a road in the center 
of Paris. The details of the setting are shown in Table 1.  In the 
C1 course, we changed the brightness during driving from 
daytime to evening. In Paris, we used Simulation of Urban 
Mobility (SUMO) [23] to provide some interference to drivers, 
such as traffic and unexpected behavior of pedestrians. 

On August 9 and 21, 2023, and November 22, 2023, two 
students of Chuo University (20 years old, and 2years old, 
owning a driver's license) drove C1 and Paris.  The duration of 
each driving test was 45 minutes.  As per our experiences, after 
30 minutes, a driver starts to feel fatigued, so we set 45 minutes.  
In this paper, we label each trial as 20230809-C1-1, C1-2, Paris-
1, Paris-2, 20230821-C1-1, C1-2, Paris-1, Paris-2, and 
20231122-Paris-5.  

Before and after driving, the test driver answered PANAS 
(The Positive and Negative Affect Schedule [24]) with 10 
Positive and 10 Negative questions to record the mental state.  
As shown in Figure 4, the score of negative questions increased 
in all cases, indicating that the test driver consistently reported 
feeling fatigued after 45 minutes of driving.  

B. Fatigue from distance and time 
Figure 5 presents the relationship between the number of 

rounds and the duration of a single round of driving. Notably, 
it becomes evident that, after several rounds, the lap time 
increased by approximately 20%. This observation suggests 

 
Fig. 3.  The system diagram 

TABLE Ⅱ.  Brain waves [19] 

Frequency 
band name 

Frequency Brain states 

Delta 0.5–4 Hz Sleep 
Theta 4–8 Hz Deeply relaxed, inward focused 
Alpha 8–12 Hz Very relaxed, passive attention 

Beta 12–35 Hz Anxiety dominant, active, 
external attention, relaxed 

Gamma Over35 Hz Concentration 
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B. EEG sensor 
We used an EEG sensor to estimate the mind state of a driver. 
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that a driver's concentration tends to decline after experiencing 
fatigue, resulting in a slowdown in driving speed.  

C. Fatigue from changing brightness 
Figure 6 illustrates the connection between brightness levels 

and changes in emotion detected through EEG. As the driving 
rounds progress, the road becomes darker, and a corresponding 
decrease in driver concentration is evident. This pattern is 
consistent with the trends observed in C1 driving data.  
Conversely, during driving experiences in Paris, there was no 
significant decline in attention levels. Hence, we can infer that 
darkness has a detrimental impact on a driver's attentiveness, 
potentially contributing to increased fatigue and decreased 
concentration during nighttime driving scenarios.  

D. Relation between EEG and eye tracking 
Figure 7 illustrates the link between Gamma brainwaves and 

eye blinks. Our analysis of Paris data revealed a consistent 
pattern: when Gamma fell below 1.0E7, indicating reduced 
brainwave activity, the driver often lost concentration, leading 
to eye blinks or closures (below the red line in Figure 7). This 
suggests Gamma changes are a valuable indicator of tiredness, 
especially sleepiness, aligning with the driver's drowsiness in 
the latter part of the round. Additionally, this finding 
underscores the significance of eye tracking as a reliable 
method for monitoring the driver's movements and quantifying 
their level of fatigue while actively engaged in driving.  

E. Relation between facial recognition and eye tracking 
Facial expressions directly reflect emotions, and body motion 

strongly associates with emotions [25]. To estimate a driver's 

stress and fatigue, we harnessed the effectiveness of a widely 
used drive recorder, capable of capturing facial expressions and 
body movements. Consequently, in this study, we amalgamated 
driving performance data from a driving simulator with facial 
expression and body motion data obtained from a drive recorder 
for a comprehensive correlation analysis.  

For facial expression recognition and head motion 
measurements, we utilized MediaPipe Face Mesh [26], with 
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prior video image preprocessing carried out using OpenCV [27]. 
This allowed us to visualize driving performance data 
concerning the accelerator pedal, brake, and steering, shedding 
light on their relationship with concurrent facial expressions 
and body motions. To assess the drive recorder's performance, 
we conducted a comparative analysis of emotion measurement 
results obtained through the drive recorder and those from an 
EEG sensor as our previous study [28]. This approach 
facilitates an evaluation of the drive recorder's effectiveness in 
gauging driver emotions and provides a low-cost and easily 
implementable method for collecting data on drivers' facial 
expressions through video footage was proposed.  

We analyzed the connection between facial recognition and 
eye tracking, with a specific emphasis on the occurrence of eye 
closures. In Figure 8, we present six distinct patterns of facial 
classification observed during the experiment, which, in turn, 
allow us to infer four primary emotions: (1) Neutral, (2) 
Anxiety, (3) Boredom, and (4) Fatigue. Our primary focus lies 
on fatigue as it relates to the sensation of tiredness while driving. 
Table 3 presents the number of reported fatigue feelings and 
occurrences of eye closures per 5-minute intervals.  The low p-
value obtained from the T-Test (0.4) further validates the strong 
relationship between eye movements and facial expressions, 
supporting our hypothesis that eye tracking effectively 
correlates with driver emotion, particularly in instances of 
fatigue.  

VI. DISCUSSION 
This paper aims to estimate a driver's emotion by 

investigating the relation between EEG, driving record, 
brightness, eye tracking (eye shut), and facial recognition. At 
this moment, we found the relation as shown in Figure 9. 
Unfortunately, we could not collect enough data to analyze the 
relation between these data and other data such as car operation 
(pedals, steering), heart rate, and body motion.  

Firstly, we compared the facial expression estimation of 
fatigue by face recognition (Fig. 10) and the number of eyes 

shut (= sleepiness) by eye tracker (Fig. 11). The number of eye 
closures tends to increase with each round of testing. The same 
trend is observed on different experimental days and with 
different subjects. In contrast, there is a difference in the trend 
of facial expression estimation of fatigue even when the same 
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subject is tested on the same day (Aug. 21-1 and Aug. 21-2 in 
Fig. 10). This result suggests that there is a limitation in finding 
fatigue estimation by face recognition. 

For the lap time, as shown in Figure 5, each additional lap is 
getting longer. This result suggests a similar trend between eye 
tracking data and the number of laps (= driving time).  

Then, we compared the EEG and other data. TGAM outputs 
raw data at 512 Hz and aggregated values of each brain wave 
band (Delta, Theta, Alpha, Beta, and Gamma) per second. 
However, it is difficult to read their interrelationships because 
EEG changes significantly from one second to the next. 
Therefore, we applied topological data analysis (TDA) [29] to 
analyze EEG data (Alpha, Beta, and Gamma). The basic 
technology of TDA is persistent homology. The following is an 
overview of persistent homology from [29].  
“A key mathematical apparatus in TDA is persistent homology, 

which is an algebraic method for extracting robust topological 
information from data. To provide some intuition for the 
persistent homology, let us consider a typical way of 
constructing persistent homology from data points in a 

Euclidean space, assuming that the data lie on a sub- manifold. 
The aim is to make inference on the topology of the underlying 
manifold from finite data. We consider the r-balls (balls with 
radius r) to recover the topology of the manifold, as popularly 
employed in constructing an r-neighbor graph in many 
manifold learning algorithms. While it is expected that, with an 
appropriate choice of r, the r-ball model can represent the 
underlying topological structures of the manifold, it is also 
known that the result is sensitive to the choice of r. If r is too 
small, the union of r-balls consists simply of the disjoint r-balls. 
On the other hand, if r is too large, the union becomes a 
contractible space. Persistent homology [30] can consider all r 
simultaneously, and provides an algebraic ex- pression of 
topological properties together with their persistence over r. 
The persistent homology can be visualized in a compact form 
called a persistence diagram D = {(bi , di ) ∈ R2 | i ∈ I, bi ≤ di}, 
and this paper focuses on persistence diagrams, since the 
contributions of this paper can be fully explained in terms of 
persistence diagrams. Every point (bi, di) ∈ D, called a 
generator of the persistent homology, represents a topological 
property (e.g., connected components, rings, and cavities) 
which appears at Xbi and dis- appears at Xdi in the r-ball model. 
Then, the persistence di − bi of the generator shows the 
robustness of the topo- logical property under the radius 
parameter. “ 

We used HomeCloud [31], a tool for visualizing persistence; 
we created a 3D graph of Alpha, Beta, and Gamma for the Paris 
orbit on Aug.21, 2023 (2nd trial, by driver1) and the Paris orbit 
on Nov.22, 2023 (5th trial, by driver2). The graph of persistence 
generated from the 3D data of Alpha, Beta, and Gamma is 
shown in Figure 12. Most of the points lie on the X=Y line, but 
the points away from it represent the features of the data. 
In Figure 13,  the envelopes are added for the big-picture view 

of the points. It can be seen that the shape of the envelope for 
each lap is similar, even though two drivers with different 
driving skills and different schedules are driving on different 
dates. This result indicates that some changes may be occurring 
similarly for each lap. In the future, we plan to analyze the EEG 
movements related to fatigue by analyzing the EEG in more 
detail.  

VII. CONCLUSION 
This study aims to estimate driver emotion by using several 

data that we can acquire while driving a car to prevent car 
accidents. For that purpose, we developed a sensor network 
around a driving simulator using an EEG sensor, accelerometer, 
heart rate sensor, and eye tracker.  

The paper's novel contribution is that the result displayed a 
relation between the driver's emotions, especially sleepy 

Tab. 3.  The number of fatigue and eye shut every five minutes 
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subject is tested on the same day (Aug. 21-1 and Aug. 21-2 in 
Fig. 10). This result suggests that there is a limitation in finding 
fatigue estimation by face recognition. 

For the lap time, as shown in Figure 5, each additional lap is 
getting longer. This result suggests a similar trend between eye 
tracking data and the number of laps (= driving time).  

Then, we compared the EEG and other data. TGAM outputs 
raw data at 512 Hz and aggregated values of each brain wave 
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conditions, driving speed, driving duration (=driving distance), 
and brain wave behavior. This result will make it possible to 
realize a safety-driving support technology. 

However, at this moment, as motioned in section VI, our 
analysis was not yet sufficient because of the limited number of 
data. If we get enough data, we could understand the relation of 
information around a car to understand the driver's emotions. 

However, this study showed the effectiveness of Cognitive 
Mobility, that is a part of Cognitive Infocommunication science. 

As a further study, we need to do two things. The first is to 
analyze the data and information relation using new techniques 
such as persistent homology. The second is to acquire the 
Mental State Index, such as PANAS while trying to explain the 
mental state in language.   

Our final target is to realize a system to detect the dangerous 
mental state related to car accidents and provide information to 
change the situation using a simple wearable sensor such as a 
smartwatch and CAN data.  
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conditions, driving speed, driving duration (=driving distance), 
and brain wave behavior. This result will make it possible to 
realize a safety-driving support technology. 

However, at this moment, as motioned in section VI, our 
analysis was not yet sufficient because of the limited number of 
data. If we get enough data, we could understand the relation of 
information around a car to understand the driver's emotions. 

However, this study showed the effectiveness of Cognitive 
Mobility, that is a part of Cognitive Infocommunication science. 

As a further study, we need to do two things. The first is to 
analyze the data and information relation using new techniques 
such as persistent homology. The second is to acquire the 
Mental State Index, such as PANAS while trying to explain the 
mental state in language.   

Our final target is to realize a system to detect the dangerous 
mental state related to car accidents and provide information to 
change the situation using a simple wearable sensor such as a 
smartwatch and CAN data.  
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Abstract — Cognitive biases often occur even in the decision-

making process of highly qualified company managers due to the 
drive for efficiency and time pressure in operations.  At the same 
time, there are also long-term strategic decisions where time 
pressure is no longer a factor, and yet cognitive bias appears, 
which has to be considered properly. In strategic issues, decision-
makers tend to see their wishes and desires rather than the 
objective reality. The proposed system of fuzzy indicators based 
on technical and objective data supports decision-making between 
logistics strategies by mitigating cognitive biases, which is 
extremely important in the logistics field, where the decisions have 
to be made partly based on subjective, vague, or uncertain 
parameters. 
 
 

Keywords— logistics systems, cognitive bias, Push and Pull 
strategy, fuzzy description  

I.  INTRODUCTION AND BACKGROUND 
Cognitive infocommunication aims to create complex 
perceptual computing systems that effectively support human-
machine communication [38]. The development of new 
methods, mathematical modeling, learning techniques, and 
related behavioral research will also help to better understand 
perceptual and cognitive brain processes [39]. For human-
machine communication to be effective in the course of 
logistical strategies, it is necessary to identify and avoid 
cognitive biases in decision-making, so that its evaluation is not 
only based on intuition and subjective judgment alone. Data and 
pre-processing, standardization, and quantification are 
necessary to avoid associated biases. 

A cognitive bias is a systematic deviation from rationality and 
logical, reasonable thinking and behavior. Cognitive biases are 
phenomena that influence thinking on experiences, intuition, 
and perceived things [1], thereby turning an objective decision 
into a subjective interest system [2]. 

Logistics, as a specialized field, typically requires decision-
making at a daily level for the staff implementing logistics 
processes. On the other hand, logistics is often not seen as an 
independent field of expertise. As a consequence, the 
importance and necessity of the processes concerned are not 
assessed in sufficient depth, and decisions are based on intuition 
rather than rational decision-making. The time pressure 
characteristic of the logistics field [3] also significantly affects 
cognitive biases. Due to the particularities of logistics, there are 
 

1Department of Logistics and Forwarding, Széchenyi István University, 
 Győr, Hungary and Hungarian Research Network, Budapest, Hungary. 

departments where self-interest distortion [4,5] appears among 
cognitive biases.  

People's thinking works together with simplifications, and 
cognitive biases [6]. For this reason, cognitive bias often occurs 
at the decision-making level in objective interest systems, 
which can be interpreted in several ways [7]. A systematic 
deviation from economic rationality in a company's decision-
making model is called bias [8]. Psychologist Gary Klein [9], - 
who studied intuition in a scientific context at length and 
analyzed its effects in decision-making situations - named it a 
recognition-based decision model [9]. He concluded that 
intuition-based decisions only help managerial decisions in a 
predictable environment, similar to what has already been 
experienced countless times. So, decisions based on intuition 
are only acceptable if they are based on real experience [10]. 

The starting point for the appearance of cognitive bias is always 
a situation where a person responsible for decision-making 
receives information that they must incorporate into their 
decision-making mechanism [11]. They try to support the 
decision-making processes objectively, by examining facts and 
data [12]. As a result of unconscious prejudices, "beliefs", and 
expected results, the examination of facts and data becomes 
subjective, and decision-making takes place without self-
checking [13].  

Logistics decision-making takes place at different levels: it can 
distinguish between tactical, operational, and strategic 
decisions, which can be grouped according to a time horizon 
into short-, medium- and long-term decisions. In this paper, the 
5 categories of cognitive biases will be described [14] and 
identified in the course of corporate decision-making and how 
and at what level these biases appear in the course of logistics 
decision-making will be shown.  

The choice between Push and Pull systems are examined [15] 
as well as providing insight into the cognitive biases that appear 
during decision-making related to these systems. As it is not 
only determined by whether the production takes place to 
customer demand or stock, decision-making is often influenced 
by the cognitive biases that arise from fears about stock issues. 
First, where the names of the Push and Pull systems come from 
is mapped [16], and then the history of their development is 
presented [17]. After clarifying the concepts, it is explained 
which cognitive biases can appear during the logistics-related 
decision-making mechanism. Further, the limit will be 
examined at which a product can be reasonably defined to have 
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I.  INTRODUCTION AND BACKGROUND 
Cognitive infocommunication aims to create complex 
perceptual computing systems that effectively support human-
machine communication [38]. The development of new 
methods, mathematical modeling, learning techniques, and 
related behavioral research will also help to better understand 
perceptual and cognitive brain processes [39]. For human-
machine communication to be effective in the course of 
logistical strategies, it is necessary to identify and avoid 
cognitive biases in decision-making, so that its evaluation is not 
only based on intuition and subjective judgment alone. Data and 
pre-processing, standardization, and quantification are 
necessary to avoid associated biases. 

A cognitive bias is a systematic deviation from rationality and 
logical, reasonable thinking and behavior. Cognitive biases are 
phenomena that influence thinking on experiences, intuition, 
and perceived things [1], thereby turning an objective decision 
into a subjective interest system [2]. 

Logistics, as a specialized field, typically requires decision-
making at a daily level for the staff implementing logistics 
processes. On the other hand, logistics is often not seen as an 
independent field of expertise. As a consequence, the 
importance and necessity of the processes concerned are not 
assessed in sufficient depth, and decisions are based on intuition 
rather than rational decision-making. The time pressure 
characteristic of the logistics field [3] also significantly affects 
cognitive biases. Due to the particularities of logistics, there are 
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departments where self-interest distortion [4,5] appears among 
cognitive biases.  

People's thinking works together with simplifications, and 
cognitive biases [6]. For this reason, cognitive bias often occurs 
at the decision-making level in objective interest systems, 
which can be interpreted in several ways [7]. A systematic 
deviation from economic rationality in a company's decision-
making model is called bias [8]. Psychologist Gary Klein [9], - 
who studied intuition in a scientific context at length and 
analyzed its effects in decision-making situations - named it a 
recognition-based decision model [9]. He concluded that 
intuition-based decisions only help managerial decisions in a 
predictable environment, similar to what has already been 
experienced countless times. So, decisions based on intuition 
are only acceptable if they are based on real experience [10]. 

The starting point for the appearance of cognitive bias is always 
a situation where a person responsible for decision-making 
receives information that they must incorporate into their 
decision-making mechanism [11]. They try to support the 
decision-making processes objectively, by examining facts and 
data [12]. As a result of unconscious prejudices, "beliefs", and 
expected results, the examination of facts and data becomes 
subjective, and decision-making takes place without self-
checking [13].  

Logistics decision-making takes place at different levels: it can 
distinguish between tactical, operational, and strategic 
decisions, which can be grouped according to a time horizon 
into short-, medium- and long-term decisions. In this paper, the 
5 categories of cognitive biases will be described [14] and 
identified in the course of corporate decision-making and how 
and at what level these biases appear in the course of logistics 
decision-making will be shown.  

The choice between Push and Pull systems are examined [15] 
as well as providing insight into the cognitive biases that appear 
during decision-making related to these systems. As it is not 
only determined by whether the production takes place to 
customer demand or stock, decision-making is often influenced 
by the cognitive biases that arise from fears about stock issues. 
First, where the names of the Push and Pull systems come from 
is mapped [16], and then the history of their development is 
presented [17]. After clarifying the concepts, it is explained 
which cognitive biases can appear during the logistics-related 
decision-making mechanism. Further, the limit will be 
examined at which a product can be reasonably defined to have 
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making process of highly qualified company managers due to the 
drive for efficiency and time pressure in operations.  At the same 
time, there are also long-term strategic decisions where time 
pressure is no longer a factor, and yet cognitive bias appears, 
which has to be considered properly. In strategic issues, decision-
makers tend to see their wishes and desires rather than the 
objective reality. The proposed system of fuzzy indicators based 
on technical and objective data supports decision-making between 
logistics strategies by mitigating cognitive biases, which is 
extremely important in the logistics field, where the decisions have 
to be made partly based on subjective, vague, or uncertain 
parameters. 
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departments where self-interest distortion [4,5] appears among 
cognitive biases.  

People's thinking works together with simplifications, and 
cognitive biases [6]. For this reason, cognitive bias often occurs 
at the decision-making level in objective interest systems, 
which can be interpreted in several ways [7]. A systematic 
deviation from economic rationality in a company's decision-
making model is called bias [8]. Psychologist Gary Klein [9], - 
who studied intuition in a scientific context at length and 
analyzed its effects in decision-making situations - named it a 
recognition-based decision model [9]. He concluded that 
intuition-based decisions only help managerial decisions in a 
predictable environment, similar to what has already been 
experienced countless times. So, decisions based on intuition 
are only acceptable if they are based on real experience [10]. 

The starting point for the appearance of cognitive bias is always 
a situation where a person responsible for decision-making 
receives information that they must incorporate into their 
decision-making mechanism [11]. They try to support the 
decision-making processes objectively, by examining facts and 
data [12]. As a result of unconscious prejudices, "beliefs", and 
expected results, the examination of facts and data becomes 
subjective, and decision-making takes place without self-
checking [13].  

Logistics decision-making takes place at different levels: it can 
distinguish between tactical, operational, and strategic 
decisions, which can be grouped according to a time horizon 
into short-, medium- and long-term decisions. In this paper, the 
5 categories of cognitive biases will be described [14] and 
identified in the course of corporate decision-making and how 
and at what level these biases appear in the course of logistics 
decision-making will be shown.  

The choice between Push and Pull systems are examined [15] 
as well as providing insight into the cognitive biases that appear 
during decision-making related to these systems. As it is not 
only determined by whether the production takes place to 
customer demand or stock, decision-making is often influenced 
by the cognitive biases that arise from fears about stock issues. 
First, where the names of the Push and Pull systems come from 
is mapped [16], and then the history of their development is 
presented [17]. After clarifying the concepts, it is explained 
which cognitive biases can appear during the logistics-related 
decision-making mechanism. Further, the limit will be 
examined at which a product can be reasonably defined to have 
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a Push or Pull logistics strategy associated with it. For this 
purpose, a fuzzy measure is proposed that can be used to clearly 
identify the logistics strategy for the given product and the 
company’s production.

The choice between Push and Pull logistics strategy for 
sustainability

One of the big trade-offs in Push-Pull is inventory versus 
delivery cost. This gives rise to logistical strategy decisions, 
during which cognitive biases may emerge as a significant 
deciding factor.  The cognitive biases that emerge during the 
logistics decision-making process are introduced in Chapter 3, 
and the Push and Pull logistics strategies are discussed in detail 
in Chapter 4.

In this article, an analysis was carried out on the ScienceDirect 
and Scopus site on whether sustainability as a goal is reflected 
in the choice between Push and Pull logistics strategies. The 
aim of this publication is to present a methodology; therefore,
the literature analysis is limited to these two databases.

An analysis was conducted on ScienceDirect and Scopus, first 
examining all publications, then narrowing it down to the last 5 
years (2019-2024) and the 15 years before that (2004-2018), 
where the keywords in Table 1 and their contexts were included 
in the filtering: "push pull" AND (logistics OR "supply chain 
management") AND sustainability on ScienceDirect on the 
10th of April 2024.

TABLE I. 
NUMBER OF RELEVANT PAPERS. KEYWORDS: "PUSH PULL" AND (LOGISTICS 

OR "SUPPLY CHAIN MANAGEMENT") AND SUSTAINABILITY

Table 1 shows that the search did not yield a large number of 
results, suggesting that there is currently little research on the 
relationship between logistics strategies and sustainability. 

To examine the keywords of the publications, using the 
VosViewer software, which helps us analyze the relationships 
between keywords in the publications, showing the direction of 
the articles written in recent years in the context of Push and 
Pull logistics strategies and sustainability

Visualizing all the results of ScienceDirect (Appendix 1), it can 
be seen that the supply chain appears directly next to 
sustainability from 2018, and Industry 4.0 appears in 2021-
2022, in addition to the circular economy, strategy, blockchain, 
technology adoption, and flexibility keywords. This led to the 
conclusion that professionals have recognized the need to 
develop long-term logistics strategies to achieve sustainability, 
yet the publications that have appeared have not focused on this 
aspect.

Based on the keywords, a visualization was made from the 
Scopus database, where the minimum number of occurrences 
was set to 20 due to the large number of keywords. In Appendix 

2 it is already clear that from 2019-2020, terms related to 
environmental will also appear: environmental management, 
environmental technology, environmental regulations. Hence, 
environmental measures related to sustainability have become 
more prominent in the last 5 years. Appendix 2 also illustrates 
that in 2022, the keywords consumption behaviour and human 
will already appear, highlighting that more publications have 
already examined the human perspective in terms of logistics 
strategies and sustainability.

This paper aims to highlight the need to examine the Push and 
Pull systems and the cognitive biases in the choice of strategies 
in terms of sustainability, as the logistics strategy is 
fundamental to this.

II. LOGISTICAL ASPECTS OF COGNITIVE BIASES APPEARING IN 
CORPORATE DECISION-MAKING

In logistics, sustainability is primarily a strategic decision [18, 
19]. Inappropriate logistics sub-processes damage the 
environment by purchasing unnecessary equipment, parts or 
packaging [20]. If logistics strategies are not internally 
coherent, this has an impact on sustainability. The presence of 
cognitive biases can be recognized in almost all areas of 
logistics. For their appearance to become clearly identifiable, 
cognitive biases are first described in the following.

Cognitive psychology basically defines two thinking systems. 
One system is characterized by conscious and processed 
thoughts [7], this is what is called "rational thinking" [21], 
which is not dealt with in this publication. The other thinking 
system is characterized by automatic and intuitive thoughts. 
The presence of experiences, prejudices, and assumptions 
causes cognitive biases in the system of thinking processes, 
thereby simplifying decision-making situations [22].

From the point of view of corporate decision-making, Olivier 
Sibony [14] classified cognitive biases into five main 
categories, within which 23 different types (see Appendix 3)
were distinguished. Logistical aspects of cognitive biases 
appearing during corporate decision-making are as follows:

Pattern-recognition biases: Arise when a company tries to 
follow the example of a successful person by incorporating the 
same decisions into corporate strategies, but these decisions are 
not always appropriate for the company, which has a 
completely different corporate culture and product range [14]. 

Action-oriented biases: Refers to the cognitive biases that 
appear in the actions, which usually result from overly 
optimistic planning [23]. 

Cognitive inertia: When a process does not start due to certain 
facts and data. Loss aversion is one of the most powerful 
cognitive biases, which hinders change and the development 
opportunity that comes with it [24]. Loss aversion is of great 
importance in the subfields of logistics [25].

Self-interest biases: In some cases, for managers, the most 
important thing is not the company's lost money, but the loss of 
prestige resulting from their failure. Self-interest bias, also 
known as limited ethics, refers to cognitive biases that cause 
decent people to unknowingly show unethical behavior [4, 26]. 

Group biases: The cognitive biases created in the group mean 
that one individual's opinion has a significant influence on the 
decision-making structure of other people [27]. The effect of 

Science Direct Scopus
2000-2024 326 1065
2019-2024 159 834
2004-2018 141 231

Summary
Last 5 years
15 years before the last 5 years

NUMBER OF 
PUBLICATIONSPERIOD KEYWORDS / RESULT 

SCIENCEDIRECT
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group bias is significant for the preparation of logistics 
strategies since logistics is often still negatively evaluated. 

Based on the five categories, it can be clarified that the presence 
of cognitive biases in the decision-making mechanism related 
to logistics strategies can be definitely identified. 

During the work of the persons responsible for the 
implementation of logistics processes in corporate decision-
making, the logistics mindset often appears, casting logistics in 
a bad light, and causing in turn extra work and costs for the 
company. In practice, this means that the work of the people 
responsible for the implementation of logistics processes is 
treated as unwelcome and an unnecessary cost, so the managers 
of smaller companies tend to follow this way of thinking, both 
in terms of their work and their financial appreciation.  

III. CONCEPTS OF PUSH AND PULL STRATEGIES  
The terms Push and Pull first appeared in Richard J. 
Schonberger's book in 1982 [16], comparing the Western-
oriented "Push production system", which is based on the 
design philosophy of production resources and material 
resource planning; and the Japanese "Pull production system", 
which included the control technique based on Kanban logic 
together with the expectations of the Just In Time concept [36]. 

Nowadays, the definition of Push and Pull is already defined 
[15, 17], but professionals in the industry still often use the 
concepts of Push and Pull incorrectly, and consequently make 
bad strategic decisions. One of the big trade-offs in Push-Pull is 
inventory versus delivery cost. This gives rise to logistical 
strategy decisions, during which cognitive biases may emerge 
as a significant deciding factor.   

In the case of a Push system, preliminary demand surveys are 
carried out, based on which the production program is prepared, 
the raw material is procured in the appropriate schedule, and 
then the production program is executed (Material 
Requirements Planning and Manufacturing Resource Planning 
MRP II). 

In the case of Pull systems, production is always initiated by 
customer demand. In this way, the minimum stock level of the 
finished product can be ensured, but on the other hand, it means 
a longer lead time for the customer. The Just In Time (JIT) 
system enjoys great popularity among companies. However, its 
name causes a misunderstanding in the common language. 
From whose point of view is the product just in time? 
Undoubtedly from the point of view of the inventory as, due to 
the lead time, the customer always ends up waiting.  

There is a trade-off in logistics between inventory or delivery 
(mobility). It connects to logistics strategies if the product is 
Push, more stock is needed and less transport, so you have less 
mobility, which means you have lower CO2 emissions and less 
noise pollution. Conversely, if the Pull start strategy is 
investigated, there will be a higher number of deliveries 
associated with the freight transport, as the delivery of 
inventory is determined by customer demand. However, 
cognitive mobility [40] can lead to a deviation from what seems 
to be a good solution based on objective calculation. 

The history of the development of Push and Pull systems dates 
back to the appearance of Material Requirements Planning [28], 
which enables the planning of material requirements for 

production and procurement [30].  The starting point was the 
number of final products defined in the production program, 
next the bill of materials was determined based on the material 
requirement, and then the gross component and raw material 
requirement [31]. 

The Material Requirements Planning (MRP) system was 
developed by Joseph Orlicky for the Toyota Manufacturing 
Program in 1964 [32]. Simultaneously, Black & Decker was the 
first company to use MRP. By 1975, MRP was implemented in 
700 companies, and Joseph Orlicky's book Material 
Requirements Planning [32] was published in the same year. In 
1983, Oliver Wight put the master schedule, rough capacity 
planning, capacity requirement planning, and other concepts 
into the classic MRP, thereby creating the basic idea of 
Manufacturing Resource Planning (that is MRP II) [33].   

The Pull logistics strategy started with the Kanban system, 
which was introduced in the 1940s in supermarkets [32]. The 
order was determined based on the seller's inventory [15]. They 
only ordered more when the stock of the item was significantly 
reduced, thus optimizing the flow between the supermarket and 
the consumer. Toyota engineers noticed this method and, led by 
Taichi Ohno, investigated how it could be applied to work 
processes in the industry [33]. The Kanban initiates an action to 
replace the quantity consumed, so it is assigned to each 
production lot within the Just In Time (JIT) system [34,35]. To 
make Kanban effective, cycle time must be assigned [36].  

 

Cognitive biases appear during decision-making between Push 
and Pull systems – case study 

When a new product is introduced, the decision regarding the 
logistics strategy associated with it is generally made rationally 
and based on sound arguments. However, some concerns often 
lead to cognitive biases during the decision-making process 
related to Push and Pull strategies [17, 28], such as fear of the 
Bullwhip effect [29], lack of supplies, etc. An improperly 
chosen logistics strategy can cause supply disruptions and is 
also reflected in the company's processes. For example, the size 
of the warehouse is not only determined by how many products 
the company sells per month, but it is also significantly 
influenced by whether the manufactured products are made in 
a Push or Pull system. A product made entirely in the Pull 
system is not stocked, or only for a very short time. Products 
manufactured in the Push system are produced in large 
quantities [15], so they require a larger storage capacity. 

Furthermore, it is a common problem for companies to use a 
Pull strategy until the managers are faced with the fact that the 
logistics processes are not working well. When investigating 
the reasons, it turns out that the Pull strategy was chosen 
because the manager who made the decision had previously 
worked for a company where the products were associated with 
the Pull logistics strategy. The decision is therefore accepted 
without any examination of the external circumstances. 
Considering Sibony's classification [14] (see Appendix 3) the 
presence of Overconfidence bias can already be clearly 
identified during decision-making (see Table.2). 
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TABLE II. 
CROSS-CORRELATION OF BIASES (OWN COMPILATION BASED ON [14])

 

A cognitive bias appeared in the manager's decision-making 
mechanism [10], which, based on experience so far [11], led to 
the conclusion that the logistics strategy being implemented 
made the previous company successful, even though the 
product requires a completely different logistics environment. 
As a result of the appearance of the Halo effect [24], the 
appropriate logistics strategy was not implemented. The 
decision is partly based on existing work experience, so the 
presence of Experience bias [1] can be identified. After that, 
Status Quo [4] is a common phenomenon, when the 
management sticks to the originally formed decision. When it 
turns out that the right strategy has not been chosen for the given 
product, Loss aversion, Uncertainty aversion, and Hindsight 
bias [4; 14], which often arise during further decisions, appear 
as well.

IV. DEMARCATION OF PUSH AND PULL LOGISTICS 
STRATEGY

Push and Pull systems are determined based on the needs 
related to the product [15], but in many cases during production, 
it cannot be clarified whether a specific product is manufactured 
in a Push or Pull system. Fig. 1/a shows that the Completely 
Push System is when first the forecast (F) is made, the raw 
material is purchased, and only then does production begin,
with the finished product then being sold by the vendors. In 
contrast, Fig. 1/b shows that only after the customer's order do 
the raw material procurement and production start. Then, when 
the order is fulfilled, the customer receives the product. In the 
Hybrid Push/Pull system shown in Fig. 1/c, the first half of the 
system behaves as a Push. The Material Decoupling point 
appears at the same time as the semi-finished stock, after which 
the product starts to behave as a Pull.

Fig.1/a. Completely Push System (MTS – Make-to-stock)

Fig.1/b. Completely Pull System (MTO – Make-to-order)

Fig.1/c. Hybrid Push/Pull System with Material Decoupling Point

V. FUZZY ASSESSMENT FOR THE DEMARCATION 

An additional question is what characteristics can be used to 
determine whether it is Push or Pull. The first approach can be 
based on how many phases, for how long, and at what cost the 
material flow will proceed. For example, Fig. 2. shows a 
sequential production line

Fig.2. A sequential production line

Legend for sequential production line 
Symbol Meaning
WSi = The ith Work Station (i= 1…n+m)
𝑡𝑡𝑐𝑐𝑐𝑐 = Cycle Time at WSi. (i= 1…n+m)
𝐶𝐶𝑐𝑐 = Production Cost at WSi. (i= 1…n+m)
HC = Holding Cost (RM- raw material, FG- finished goods)

The raw material arrives by WSn, in the Push system. After that, 
it goes to the warehouse, and when an order comes, it will be 
pulled in small Kanban circles until WSn+m (Fig.2). The MDP 
coincides with the entry into storage. There are n+m
workstations in total. Of these, n units are Push-based and m are 
Pull-based, the proportions of which are determined:

  Push: 
𝑛𝑛

𝑛𝑛+𝑚𝑚                (1) 

   Pull: 
𝑚𝑚

𝑛𝑛+𝑚𝑚                (2) 

Fig.3. Fuzzy membership function of being pull calculated by (2)

This relationship considers only the used capacity in discrete 
numbers and can be used if the cycle times are nearly constant 
as shown in Fig. 3. For the representation of the actual status of 
the production concerning pull and/or push strategies fuzzy sets
are introduced in which the membership values of being “Pull” 
are calculated at different accuracy, depending on what features 

Underestimates Overestimates
Underestimates 1 - Loss Aversion 2 - Experience bias
Overestimates 3 - Halo effect 4 - Overconfidence

Position 
(power)

Own knowledge
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of the production are taken into account (see Eq. (4), Eq. (6) and 
Eq. (8)) 

If the workload is not evenly distributed, it is necessary to 
consider the actual time spent in production (see Eq. (4)):  

 Push:  
∑ 𝑡𝑡𝑐𝑐𝑐𝑐

𝑛𝑛
𝑐𝑐=1

∑ 𝑡𝑡𝑐𝑐𝑐𝑐𝑛𝑛
𝑐𝑐=1 +∑ 𝑡𝑡𝑐𝑐𝑐𝑐𝑛𝑛+𝑚𝑚

𝑐𝑐=𝑛𝑛+1
             (3) 

 Pull:   
∑ 𝑡𝑡𝑐𝑐𝑐𝑐

𝑛𝑛+𝑚𝑚
𝑐𝑐=n+1

∑ 𝑡𝑡𝑐𝑐𝑐𝑐𝑛𝑛
𝑐𝑐=1 +∑ 𝑡𝑡𝑐𝑐𝑐𝑐𝑛𝑛+𝑚𝑚

𝑐𝑐=𝑛𝑛+1
         (4) 

Fig.4. Fuzzy membership function of being pull calculated by (4) 

 

By comparing Fig.3. and Fig.4. it is clear that the position of 
MDP alone is not enough to assess the “pullness” of the system. 
Without considering the cycle times judgement will be biased. 

However, it does not yet include the complexity of the work 
process, for example, the processing may be different, such as 
rust protection, roughing, or fine machining. Hence a cost factor 
also must be included to determine the hourly price of the 
machine. In this case, 𝐶𝐶𝑖𝑖 and 𝐶𝐶𝑗𝑗 are introduced to represent the 
costs at each workstation (see Eq. (5) and Eq. (6)): 

Push:     
∑ 𝑡𝑡𝑐𝑐𝑐𝑐

𝑛𝑛
𝑐𝑐=1 ∙𝐶𝐶𝑐𝑐

∑ 𝑡𝑡𝑐𝑐𝑐𝑐𝑛𝑛
𝑐𝑐=1 ∙𝐶𝐶𝑐𝑐+∑ 𝑡𝑡𝑐𝑐𝑐𝑐𝑛𝑛+𝑚𝑚

𝑐𝑐=𝑛𝑛+1 ∙𝐶𝐶𝑐𝑐        (5) 

 

Pull:   
∑ 𝑡𝑡𝑐𝑐𝑐𝑐

𝑛𝑛+𝑚𝑚
𝑐𝑐=𝑛𝑛+1 ∙𝐶𝐶𝑐𝑐

∑ 𝑡𝑡𝑐𝑐𝑐𝑐𝑛𝑛
𝑐𝑐=1 ∙𝐶𝐶𝑐𝑐+∑ 𝑡𝑡𝑐𝑐𝑐𝑐𝑛𝑛+𝑚𝑚

𝑐𝑐=𝑛𝑛+1 ∙𝐶𝐶𝑐𝑐       (6) 

𝐶𝐶𝑖𝑖 and 𝐶𝐶𝑗𝑗 represent machine cost only, and there are further 
expenses to be considered. The cost of storage – in this case, 
Holding Cost (HC) -, is added to this (see Eq. (7) and Eq. (8)), 
where RM stands for raw material and FG stands for finished 
goods: 

Push:    
𝐻𝐻𝐶𝐶+∑ 𝑡𝑡𝑐𝑐𝑐𝑐

𝑛𝑛
𝑐𝑐=1 ∙𝐶𝐶𝑐𝑐

𝐻𝐻𝐶𝐶𝑅𝑅𝑅𝑅+∑ 𝑡𝑡𝑐𝑐𝑐𝑐𝑛𝑛
𝑐𝑐=1 ∙𝐶𝐶𝑐𝑐+∑ 𝑡𝑡𝑐𝑐𝑐𝑐𝑛𝑛+𝑚𝑚

𝑐𝑐=𝑛𝑛+1 ∙𝐶𝐶𝑐𝑐       (7) 

Pull:      
∑ 𝑡𝑡𝑐𝑐𝑐𝑐

𝑛𝑛+𝑚𝑚
𝑐𝑐=𝑛𝑛+1 ∙𝐶𝐶𝑐𝑐

𝐻𝐻𝐶𝐶𝐹𝐹𝐹𝐹+∑ 𝑡𝑡𝑐𝑐𝑐𝑐𝑛𝑛
𝑐𝑐=1 ∙𝐶𝐶𝑐𝑐+∑ 𝑡𝑡𝑐𝑐𝑐𝑐𝑛𝑛+𝑚𝑚

𝑐𝑐=𝑛𝑛+1 ∙𝐶𝐶𝑐𝑐         (8) 

 

 

Fig.5. Fuzzy membership function of pull being calculated by (8) 

 

If it contains HCRM, it shows that the product is more of a Push 
product, since the Pull product is made for a specific period 
based on customer demand. So, the higher the HC, the more the 
system can be considered Push. 

Important remark: Despite an apparently full pull system at first 
glance, when finished goods are stored for different reasons, for 
example, to consolidate the cargo and save cost in the delivery 
phase, in (Eq.8) HCFG is not zero, the maximum value cannot 
reach 1, and the sum of membership values of being push and 
being pull is also less than 1. In this case, type2 fuzzy sets have 
to be applied that can describe the double uncertainty of the 
phenomena (see Fig. 5.). 

The presented system of fuzzy representation is vital since - as 
it is demonstrated- even relatively simple situations can be very 
confusing and mislead the management. The proposed method 
can be used to objectively determine which logistic strategy is 
required for a given product, thus reducing the effect of 
Overconfidence bias in the process of decision-making.  

The problem is well illustrated by the mask shortage that 
occurred during the COVID-19 pandemic. Mask production 
was a push system before the COVID-19 pandemic. A forecast 
was used to determine when and how many masks would be 
sold, and these forecast quantities were produced and then sold. 
With the onset of the COVID-19 pandemic, the forecast, based 
on decades of experience, was wiped out. Suddenly, production 
became a pull system, because when the raw material came in, 
they already knew which customer the particular quantity of 
masks they were producing belonged to. This publication 
demonstrates that the choice between Push and Pull systems is 
very confusing at times, as there are times when the Push 
logistics system is the right one, and then, in response to an 
unexpected situation, the product requires a Pull logistics 
system. 

Accordingly, the system of equations described above can 
determine, for a given product or the company as a whole, 
whether the production uses a Push or Pull logistics strategy. 
Consequently, the decision-influencing effects of cognitive 
biases in the choice of logistics strategies can be avoided. 
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VI. SUMMARY  
Logistics is a frenetic field, one of the characteristics of which 
is frequent decision-making during the work process, 
accompanied all too often by time pressure. The importance of 
the logistics field was also brought to the fore by the COVID 
pandemic when most of society realized that if logistics systems 
do not work well, then the "supply of the world" does not work 
either. The disruption of supply chains also "overruled" the use 
of the previously popular Just In Time system, so the 
importance of choosing logistics strategies also increased. 
 
This paper first presented an analysis of Push and Pull logistics 
systems and sustainability in terms of published papers. Despite 
the importance of addressing the impact of logistics strategies 
on sustainability, it was found that there are relatively few 
publications on the subject. After describing the emergence of 
cognitive biases, the 5 main categories of cognitive biases were 
introduced in corporate decision-making. For each main 
category, an example appearing in a logistics specialty was 
added to clarify the appearance of the types of corporate 
decision-making in the course of logistics decision-making. 
After describing the antecedents and history of the development 
of logistics strategies, the cognitive biases that appear during 
the choice between Push and Pull systems are illustrated 
through a concrete example. To clarify the choice between the 
Push and Pull strategy, three case studies were presented as well 
as a system of mathematical equations that support decision-
making related to logistics strategies and help avoid the 
appearance of cognitive biases. 

VII. CONCLUSION 
This publication points out that the cognitive biases that appear 
during logistics decision-making have a significant impact on 
the formation of the logistics environment and logistics 
processes, so their influence on decisions cannot be ignored.  

In the field of logistics, sustainability is first and foremost a 
strategic choice. Inappropriate logistics subprocesses damage 
the environment through the purchase of unnecessary 
equipment, parts, or packaging. If logistics strategies are not 
internally coherent, this, in turn, has an impact on sustainability. 
Cognitive biases occur during the decision-making process in 
the internal coherence of logistics strategies. Furthermore, the 
system may become unsustainable if an inappropriate logistic 
strategy is chosen because of cognitive bias. Therefore, it is also 
of paramount importance to avoid the appearance of cognitive 
biases in the decision-making process of logistics strategies to 
achieve sustainability. 

The most important task of logistics strategy is to strengthen, 
coordinate and manage the relationship between corporate 
strategy and the logistics function, so that logistics can actively 
contribute to the company's performance and success. In this 
publication, only the Push and Pull logistics strategy was dealt 
with, which may seem simple, but if the right strategy is not 
chosen, it will not be sustainable. 

Often Pull is chosen because it is fashionable and people think 
that keeping high stock is inappropriate. Assuming everything 
could be managed in Push and Pull, does not weigh the choice 
between strategies appropriately. However, if the Pull strategy 
is chosen unnecessarily, it can lead to high environmental 

impact, transport costs, pollution, and congestion in traffic 
areas.  

It may be commercially worthwhile for a company because the 
external costs are not factored into the business model; society 
pays the cost, but it is not sustainable. In the short term, it seems 
right, but in the long term, it causes significant damage. 

In order to give a proper description of the actual situation and 
help the decision-making, quantified measures have to be 
applied, and the fuzzy membership functions are capable of 
handling the issue. To develop the equation system, a sequential 
production line was first visualized, and then the workstations 
for the Push and Pull systems were defined. The membership 
values of the "Pull" state were calculated with different 
accuracies depending on the characteristics of the production. 
In order to estimate the "Pull" status, cycle times, workstation 
costs and storage costs had to be taken into account. The system 
of equations developed was used to convert the result into a 
type2 fuzzy number. 

The proposed system of fuzzy indicators based on technical and 
objective data supports decision-making between logistics 
strategies by mitigating cognitive biases. 

The presented and discussed set of fuzzy indicators based on 
technical and objective data are able to point out the real nature 
of the outlined production system from logistics point of view.  
The actual values of the calculated type2 fuzzy numbers are 
representation of the practical operation, so cognitive biases can 
be considered, which is extremely important in the logistics 
field, where the decisions have to be made partly on the basis 
of subjective, vague or uncertain parameters. 
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the logistics field was also brought to the fore by the COVID 
pandemic when most of society realized that if logistics systems 
do not work well, then the "supply of the world" does not work 
either. The disruption of supply chains also "overruled" the use 
of the previously popular Just In Time system, so the 
importance of choosing logistics strategies also increased. 
 
This paper first presented an analysis of Push and Pull logistics 
systems and sustainability in terms of published papers. Despite 
the importance of addressing the impact of logistics strategies 
on sustainability, it was found that there are relatively few 
publications on the subject. After describing the emergence of 
cognitive biases, the 5 main categories of cognitive biases were 
introduced in corporate decision-making. For each main 
category, an example appearing in a logistics specialty was 
added to clarify the appearance of the types of corporate 
decision-making in the course of logistics decision-making. 
After describing the antecedents and history of the development 
of logistics strategies, the cognitive biases that appear during 
the choice between Push and Pull systems are illustrated 
through a concrete example. To clarify the choice between the 
Push and Pull strategy, three case studies were presented as well 
as a system of mathematical equations that support decision-
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In order to estimate the "Pull" status, cycle times, workstation 
costs and storage costs had to be taken into account. The system 
of equations developed was used to convert the result into a 
type2 fuzzy number. 

The proposed system of fuzzy indicators based on technical and 
objective data supports decision-making between logistics 
strategies by mitigating cognitive biases. 

The presented and discussed set of fuzzy indicators based on 
technical and objective data are able to point out the real nature 
of the outlined production system from logistics point of view.  
The actual values of the calculated type2 fuzzy numbers are 
representation of the practical operation, so cognitive biases can 
be considered, which is extremely important in the logistics 
field, where the decisions have to be made partly on the basis 
of subjective, vague or uncertain parameters. 
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APPENDIX 1 

OVERLAY VISUALIZATION BY VOSVIEWER FROM THE RESEARCH RESULTS OF SCIENCEDIRECT ON THE 10TH OF APRIL 2024. 
KEYWORDS: "PUSH PULL" AND (LOGISTICS OR "SUPPLY CHAIN MANAGEMENT") AND SUSTAINABILITY. THE MINIMUM 
NUMBER OF OCCURRENCES OF A KEYWORD: 2. 
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Storytelling trap Instinctively searching for information that provides justification to support a 
situation.

Confirmation bias Searching for corroborating information about pre-existing views, e.g. policy. 
Ignoring information that contradicts our point of view.
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Overprecision To overestimate our ability to predict the future.

Competitor neglect Underestimating competitors, ignoring the competition

Anchoring  The leader tends to use the numbers presented to him as an "anchor" even if that 
number is not relevant to the case. For example, an annual budget plan.

Commitment 
escalation 

Because of a promise, they won't change the already established strategy so that the 
energy invested until then "doesn't go to waste"

Status quo bias Avoiding difficult decisions, therefore maintaining the status quo.

Loss aversion Loss aversion is one of the biggest barriers to development.

Uncertainly 
aversion Avoiding unknown risk in order to avoid loss.

Hindsight bias They judge the same occurrence with different probability before and after the 
event has occurred.

Present bias The company's management does not think long-term. Immediate benefits instead 
of future profits.

Self-serving bias Individuals are driven by an unconscious intention to make decisions for their own 
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Omission bias The management of the company accepts when someone else makes a mistake and 
not themselves. In addition, they consider it morally acceptable to profit from it.

Groupthink People tend to adopt the collective point of view even when they know it is not 
correct.

Information 
cascades 

The order of speakers distorts the outcome, as the opinions of those who speak 
first are amplified.

Polarization As a result of groupthink, the group's opinion will be more extreme, which the 
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Design Suggestions for Digital Workflow Oriented
Desktop VR Spaces

Anna Sudár1,2,3,*, Ildikó Horváth1,2,3,,*

Abstract—This paper presents an examination of design prin-
ciples for 3D Virtual Reality (VR) environments, with a focus
on enhancing digital workflows. Employing objective data, the
study sets out to clarify the primary design considerations for
crafting effective 3D VR spaces. Through empirical research,
the authors conducted comparative analyses of task performance
within both classical 2D Windows and in 3D VR environmental
contexts, exploring users’ perceived difficulty levels alongside
eye-tracking data.. The findings reveal that, although 3D VR
environments rich in distracting elements and demanding high
navigational effort increase perceived task difficulty, these factors
do not negatively impact overall performance or task completion
time. Interestingly, eye-fixation duration results indicate that
visual fixation in 3D VR falls within expected norms, whereas
in 2D scenarios, fixation rates are significantly higher, more
than doubling those observed in 3D settings. Drawing on these
insights, the paper supports the design of 3D VR spaces that are
simpler and intuitive, necessitating minimal navigation, thereby
optimizing task performance efficiency.

Index Terms—virtual reality, desktop VR, virtual space design

I. INTRODUCTION

Ergonomic considerations in Virtual Reality (VR) are cru-
cial for ensuring a comfortable, safe, and engaging user
experience and supporting performance efficiency. These con-
siderations primarily address the physical interaction between
the user and the VR environment to minimize discomfort and
potential health risks. A large volume of scientific studies
support the idea that user experience (UX) design is crucial,
as good UX design has been shown to enhance engagement
and motivation, and can help maintain user attention for longer
durations compared to traditional 2D interfaces [1]–[3]. These
effects also extend to 3D spaces, as they allow users to
create, visualize, and recall information in visually appeal-
ing and persuasive learning environments [4], [5]. Desktop
VR combines elements of traditional computer use with the
immersive qualities of VR, making it essential to consider
both digital ergonomics and the unique demands of a 3D
virtual environment. In today’s digital interface design, which
is connected to task performance and knowledge acquisition, it
is advisable to take into account research results based on eye-
tracking technology measurements. These studies have found
correlations between fixation numbers and task difficulty, and
fixation durations might be influenced by underlying affective
processes that contribute to learning. [6]–[9].
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The UI should be intuitive and easy to navigate. One
primary consideration in designing spatial elements is to take
into account human spatial perceptions. Accordingly, it is
recommended to design virtual spaces as open areas or, in the
case of closed spaces, with high ceilings [10]. Good quality
audio that is synchronized with the visual elements of the VR
environment can enhance the experience without causing au-
ditory strain. Text and icons need to be large and clear enough
to be easily readable. Interaction methods should be natural
[11] and not require excessive or uncomfortable movements
or complicated workflows. The ability for users to customize
their VR experience (like adjusting sensitivity settings, UI
elements, etc.) can greatly improve comfort and accessibility
for a wide range of users. In this study, drawing from our
research results, we aim to establish design guidelines aimed
at enhancing user productivity and working effectiveness and
contributing to the advancement of desktop VR environments.
The structure of the paper is organized as follows: In the
second section, the Definition and Metrics are presented.
This section introduces key concepts, definitions, and the
metrics used to evaluate virtual reality environments. The next
section is the intersection of Cognitive Infocommunications
(CogInfoCom) [12], [13] and cognitive aspects of VR (cVR)
[14] technologies, presenting relevant research findings. The
Research Context sets the background for understanding the
framework of this study. Then, the authors present the main
finding of the study including data analysis, interpretations,
and the implications of research within the VR domain. The
session Discussion critically examines the research results,
discussing their significance, the limitations encountered, and
how they relate to existing literature. Based on this research,
the authors propose actionable recommendations for design-
ing immersive and user-friendly VR environments to support
performance efficiency. The paper concludes by summarizing
the key findings, their implications for the field of VR, and
suggesting directions for future research.

II. DEFINITION AND METRICS

The objective of this chapter is to define essential ter-
minology, providing clarity and ensuring a comprehensive
understanding of the terms employed throughout the paper.
Several of the key definitions presented herein have their
origins in prior publications by the authors. However, it is
imperative to emphasize that their application within this
context is entirely novel and original.
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the authors propose actionable recommendations for design-
ing immersive and user-friendly VR environments to support
performance efficiency. The paper concludes by summarizing
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A. Digital workflow—DW

[15] Digital workflows determine the order in which
individual digital elements are to be accessed or processed
during the course of a digital project. We distinguish among
the following types of digital workflows:

1) 1st order (linear): The digital elements are to be ac-
cessed in a static and sequential order, one after the other.

2) 2nd order (loopy): There are loops in the order in which
the digital elements are to be accessed, so that individual
elements, or smaller sequences thereof, are to be accessed
repetitively. Such loops can be characterized by length and
number of repetitions.

3) 3rd order (networked): Digital elements accessed during
the project are structured as hierarchical loops, so that the
project may contain subprojects of subprojects, and/or the
ordering of digital elements may be different upon different
repetitions of the loops.

4) 4th order (algorithmic): It is possible that the project
contains branches, so that different digital elements are ac-
cessed dynamically in an order that depends on information
obtained during the project.

B. Digital Guidance—DG

[15] Digital guidance is taken to mean a process that
unambiguously drives the user’s attention during the digital
workflow and thus reduces (partially, or to 0) the time required
for searching for and finding the relevant digital content. It is
possible to distinguish among three forms of digital guidance
as follows:

1) none: no guidance is applicable, or the representation of
the digital content doesn’t involve embedded digital elements
(instead, the elements are provided through separate lists).

2) sequential (DG-S): The digital elements are traversed in
sequential order. It is thus possible to jump from one element
to the next in the context of a digital workflow.

3) random access (DG-R - event/dynamic focus-driven):
One can switch between sequences of digital elements, and
thus follow non-static sequences (for example, in the case of
DWs of the 4th order).

C. Information Availability—IA

[11] This indicates what percentage of the information
(digital content) needed to execute a workflow is available
in the digital work environment when executing up to 1
Navigation Based elementary Operation.

Remark: e.g., 100 percent, if all the information required to
execute the workflow is available and can be accessed by a
navigation operation.

D. Information Access Cost—IAC

[11] The weighted sum of the time spent accessing infor-
mation for each type of operation, where the weights are the
number of elementary operations corresponding to that type
of operation.

IAC =
n∑

i=1

Oi ∗ ti (1)

Remark: this metric is high even when complex operations
are performed in the same amount of time and when simple
operations are performed for a long time. This includes the
complexity of the operation and the user’s ability.

E. Information Validity—IV

[11] This indicates the percentage of the information
presented in the digital work environment that is directly
required for task execution.

IV = Number of Valid Information Units/Summa necessary
information units number.

F. Personalized Workflow Order Ability—PWO

[11] This is an indicator of the facility of the digital work
environment to provide users with the ability to arrange digital
content in their own way. The value is 0 if the option is not
provided, 1 if the users can set the layout themselves, and 2
if the optimal layout is automated with AI support.

G. Personalized Information Overview—PIO

Indicates the ability of the digital work environment to
provide users with the ability to set personalized information
overview. The value is 0 if the option is not given, 1 if the
users can set the layout themselves, and 2 if it is automated
with AI support.

H. Preference point

Preference points in the virtual space that users were more
likely to visit in order to find the spots that best allowed them
to oversee the space and solve their tasks.

I. Content arrangement types

Patterns with which users preferred to arrange the content
1) Content: content types that had a similar subject matter

were most likely to be arranged in clusters, in close proximity
to each other.

2) Type: similar content types were most likely to be
arranged in clusters, close to each other.

3) Mixed: primal organizing principle is the content, but
within the same area, the secondary organizing principle is
the type.

III. ANTECEDENT RESEARCHES BY COGINFOCOM AND
CVR

CogInfoCom stands at the intersection of infocommuni-
cations and cognitive sciences, striving to enhance the co-
evolution and interplay between human cognition and digital
technology. This interdisciplinary field is dedicated to elevat-
ing human efficiency in digital workspaces and refining work
processes through innovative IT solutions. It delves into the
mutual evolution of infocommunication devices and human
cognitive functions, aiming to optimize interaction within
digital environments [12], [13], [16].

cVR, on the other hand, delves into the expansion of
human cognitive abilities through the utilization of various
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1) Content: content types that had a similar subject matter

were most likely to be arranged in clusters, in close proximity
to each other.

2) Type: similar content types were most likely to be
arranged in clusters, close to each other.

3) Mixed: primal organizing principle is the content, but
within the same area, the secondary organizing principle is
the type.
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n∑
i=1

Oi ∗ ti (1)
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cognitive functions, aiming to optimize interaction within
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cVR, on the other hand, delves into the expansion of
human cognitive abilities through the utilization of various
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technologies within a three-dimensional spatial framework.
Here, VR systems, as advanced infocommunication devices,
play a pivotal role. They revolutionize information organi-
zation and management, allowing for spatial categorization
and prioritization of data according to its significance in the
workflow. VR’s capacity for collaborative use and integration
of other technological advancements further underscores its
value in this domain [14].

CogInfoCom and the cVR field are extensively researched
scientific domains, showcasing significant advancements such
as the development and enhancement of the three-dimensional
virtual library model [17], [18]. This model opens up new
possibilities in digital information architecture. The fields also
delve into ’mathability,’ which investigates the synergy of
artificial and natural cognitive abilities in mathematics [19],
[20]. Furthermore, they are at the forefront of pioneering new
educational methodologies, or foreign language education and
linguistics [21], and are actively exploring learning challenges
and emerging opportunities in the rehabilitation of autistic
children [22], underlining their expansive and dynamic nature.

Moving to the connection with UI design, VR systems
herald a paradigm shift from conventional command-based
interactions to dynamic, user-centric interfaces. This shift
necessitates a deep understanding of human behaviour within
these virtual environments, provided by cognitive science. The
inherent properties of VR, coupled with insights into human
cognition, pave the way for more sophisticated and efficient
virtual workspaces compared to traditional 2D interfaces. The
introduction of a third dimension not only facilitates more
organized information management but also resonates with
the innate spatial understanding of human users. This spatial
familiarity, along with the use of metaphors, contributes to a
robust comprehension of tasks and data. Consequently, desktop
VR systems enable collective visualization and observation,
fostering an environment conducive to the sharing of knowl-
edge and information [23].

VR brings new challenges and opportunities in the context
of UI and information management. While traditional Win-
dows interfaces offer users a familiar, structured environment
controlled by mouse and keyboard, VR is a digital interface
that provides interaction in a much more immersive spatial
environment and operates according to a completely different
paradigm. In recent years, several publications in the field of
CogInfoCom and cVR have presented research results related
to VR design. Of these, the relevant results for this study are:

Virtual Reality (VR) introduces a dynamic array of chal-
lenges and possibilities within the realms of User Interface
(UI) design and information management. Contrasting the
conventional, well-known setup of Windows interfaces, which
users navigate via keyboard and mouse, VR offers a novel and
immersive spatial interface operating under a fundamentally
different paradigm. Recent years have seen a surge in scholarly
work within Cognitive Infocommunications (CogInfoCom)
and Cognitive Aspects of Virtual Reality (cVR), contributing
significant insights into VR design.

Experimental research has shown that preference points and
attentional focus points can be found in 3D virtual reality
spaces. In three-dimensional virtual reality settings, users tend

to concentrate more and spend additional time at certain points
of interest, which helps them navigate and complete assigned
tasks [24]. Moreover, using virtual reality interfaces has been
linked to improved recall of the process involved in organizing
three-dimensional objects in a given space [25], [26], and
also enhances the retention of information distributed across
a space [25]. Cannavò and colleagues suggest that automating
the conversion from two-dimensional to three-dimensional
formats can significantly enrich the user experience in virtual
reality workspaces, making it more engaging and productive
[27].

Berki and associates conducted a study comparing how
well users remember images shown in a three-dimensional
virtual reality setting as opposed to a two-dimensional website.
They discovered that the virtual reality environment was more
effective in aiding memory recall [28], [29]. In a similar vein,
it was observed that desktop virtual reality systems outperform
traditional two-dimensional browsers in memory retention of
additional information [30].

In previous research conducted by one of the contributors
to this study, the effectiveness of personalization based on
learning styles in three-dimensional desktop virtual reality
was examined. The findings from that research revealed that
when the instructional content was tailored to their individual
learning styles, users achieved scores that were 20 percent
higher, along with an 8–10 percent improvement in response
times in subsequent assessments [31]. This customization of
the learning environment demonstrated a significant impact
on user behaviour and performance in the 3D virtual reality
context.

These studies collectively indicate that virtual reality tech-
nology may play a crucial role in reducing the mental effort
required for spatial memory and in improving performance
in tasks that involve spatial orientation, particularly those that
involve navigating through a vast array of digital documents.

In virtual spaces, the creation of a sense of presence is of
utmost importance, and it is equally crucial to bestow upon
the user a feeling of control [32]–[34]. This serves several
purposes. Firstly, in reality, individuals have control over their
own bodies, primarily altering their positions, orientations, and
perceptions of their environment [35], [36]. This agency must
be replicated within virtual worlds to ensure the user’s sense of
security. Additionally, research has shown that active participa-
tion and control over one’s environment lead to better retention
of events and information [37], [38]. Thus, providing users
with the ability to actively shape their virtual surroundings
enhances their sense of control.

The concept of control is closely tied to perception, which,
in the real world, flows through various modalities such as
visual, auditory, and haptic channels. These modalities aid in
navigation, information processing, storage, and even survival
[39]. In the realm of virtual reality, almost all these modalities
can be simulated. However, haptic feedback remains less
developed in desktop VR, lagging behind the tactile sensations
provided by controllers, gloves, and similar devices. Addi-
tionally, replicating olfaction, the sense of smell is currently
a limitation in virtual technology. Nevertheless, groundwork
has been laid to address these challenges and further enhance
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[20]. Furthermore, they are at the forefront of pioneering new
educational methodologies, or foreign language education and
linguistics [21], and are actively exploring learning challenges
and emerging opportunities in the rehabilitation of autistic
children [22], underlining their expansive and dynamic nature.
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necessitates a deep understanding of human behaviour within
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CogInfoCom and cVR have presented research results related
to VR design. Of these, the relevant results for this study are:
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lenges and possibilities within the realms of User Interface
(UI) design and information management. Contrasting the
conventional, well-known setup of Windows interfaces, which
users navigate via keyboard and mouse, VR offers a novel and
immersive spatial interface operating under a fundamentally
different paradigm. Recent years have seen a surge in scholarly
work within Cognitive Infocommunications (CogInfoCom)
and Cognitive Aspects of Virtual Reality (cVR), contributing
significant insights into VR design.
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effective in aiding memory recall [28], [29]. In a similar vein,
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In previous research conducted by one of the contributors
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learning styles, users achieved scores that were 20 percent
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times in subsequent assessments [31]. This customization of
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on user behaviour and performance in the 3D virtual reality
context.

These studies collectively indicate that virtual reality tech-
nology may play a crucial role in reducing the mental effort
required for spatial memory and in improving performance
in tasks that involve spatial orientation, particularly those that
involve navigating through a vast array of digital documents.

In virtual spaces, the creation of a sense of presence is of
utmost importance, and it is equally crucial to bestow upon
the user a feeling of control [32]–[34]. This serves several
purposes. Firstly, in reality, individuals have control over their
own bodies, primarily altering their positions, orientations, and
perceptions of their environment [35], [36]. This agency must
be replicated within virtual worlds to ensure the user’s sense of
security. Additionally, research has shown that active participa-
tion and control over one’s environment lead to better retention
of events and information [37], [38]. Thus, providing users
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a limitation in virtual technology. Nevertheless, groundwork
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sensory immersion in virtual environments [40]–[42].

IV. RESEARCH BACKGROUND

A. Subjects

A total of 21 participants were divided into two groups for
each condition, and no specific qualifications or expectations
were considered when selecting participants. For the 3D VR
measurement, 14 participants initially took part, but due to
technical issues and breaks in data collection, the results from
nine subjects (three women and six men, aged between 17–55
years, with a mean age of 32.5 years) will be published
in the analysis. The 2D environment study involved seven
participants (four women and three men, aged between 25–33
years, with a mean age of 27.83 years). All participants were
Hungarian native speakers, volunteering for the experiment
with informed consent obtained in advance. The research was
conducted under institutional endorsement ensuring ethical
compliance and data privacy.

B. Procedure

This study explores some of the cognitive capabilities
of users in desktop VR environments by comparing spatial
behaviours, performance, and subjective experiences between
traditional 2D interfaces and immersive 3D VR settings. At the
initiation of the session, participants engaged in the prescribed
task within three dimensions were requested to demonstrate
their familiarity with the MaxWhere software and provide
an estimation of the time they had allocated to using the
application. Those participants who lacked prior knowledge of
the software practised for around 30 minutes in acquainting
themselves with its functionalities and acquiring fundamental
user capabilities. Proficiency in essential skills encompassed
adept navigation within the software, as well as the ability to
activate and deactivate the display panels and engage with the
content presented on them. The evaluators assessed the mas-
tery of proficient software utilization. Participants were tasked
with studying materials related to astronomy and completing
questionnaires in either a 2D environment hosted on Google
Sites or a 3D environment using the MaxWhere desktop VR
platform. Despite using identical study materials and question-
naires in both settings, they were presented differently: linearly
in the 2D interface and spatially in the 3D VR environment as
shown in Figure 1. The questionnaires that were specifically
designed to align with each of the subtopics were composed
of a series of true-or-false questions, a set of multiple-choice
questions, as well as a collection of questions that necessi-
tated brief responses typically consisting of only one or two
words. The task was a reading comprehension exercise which
is very common in education and also in work scenarios,
where participants found all the necessary information in
the digital materials placed around the questionnaires. These
materials were essential for answering the questions posed in
the questionnaires. One example of the true-or-false question
type: ”Black holes can be observed through their gravitational
effects on the surrounding gas, dust, and stars. True or False?”
- The participants were asked to find the information around

the questionnaire in on of the related digital contents and mark
in the questionnaire the right answer.

The theme of all questionnaires revolved around astronomy.
The four subthemes of the questionnaires were (“Universe”,
“Planets”, “Satellites” and “Space Research”). We chose this
topic because none of the participants were experts in the field,
ensuring that they approached the tasks with similar levels of
knowledge. This prevented any significant disparities in results
caused by someone being highly knowledgeable in certain
areas and potentially skewing the measurement outcomes.

Fig. 1. This Figure illustrates through an example that the same digital content
and questionnaires appeared for participants in both the 2D and 3D scenarios.
The difference was visibly apparent in the layout mode.

C. Technical background

We used an HP Omen 15 laptop for conducting the research,
which had the following specifications:

• AMD Ryzen™ 7 5800H processor
• NVIDIA® GeForce RTX™ 3060 graphics card
• 15.6-inch screen
• 16 GB RAM
• 512 GB SSD

The device used for Eye Tracking measurements was an
EyeTribe eye tracker along with OGAMA (Open Gaze and
Mouse Analyzer) Version 5.1 software. Since the VR software
used for the measurement was a desktop VR application, it did
not require the use of extra peripherals (such as an HMD).
The eye-tracker was positioned at the bottom of the screen
at an appropriate angle, ensuring accurate and consistent data
collection for each individual.

D. Experimental environment design

When designing the virtual environment, special attention
was paid to incorporating the experiences gained from pre-
vious research into the 3D virtual space created for this
measurement. Ensuring dynamic interaction with the content
was an important consideration because we assumed that such
a setup would better meet the demand for a holistic overview
of the educational materials, similar to placing documents on
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IV. RESEARCH BACKGROUND

A. Subjects
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were considered when selecting participants. For the 3D VR
measurement, 14 participants initially took part, but due to
technical issues and breaks in data collection, the results from
nine subjects (three women and six men, aged between 17–55
years, with a mean age of 32.5 years) will be published
in the analysis. The 2D environment study involved seven
participants (four women and three men, aged between 25–33
years, with a mean age of 27.83 years). All participants were
Hungarian native speakers, volunteering for the experiment
with informed consent obtained in advance. The research was
conducted under institutional endorsement ensuring ethical
compliance and data privacy.

B. Procedure

This study explores some of the cognitive capabilities
of users in desktop VR environments by comparing spatial
behaviours, performance, and subjective experiences between
traditional 2D interfaces and immersive 3D VR settings. At the
initiation of the session, participants engaged in the prescribed
task within three dimensions were requested to demonstrate
their familiarity with the MaxWhere software and provide
an estimation of the time they had allocated to using the
application. Those participants who lacked prior knowledge of
the software practised for around 30 minutes in acquainting
themselves with its functionalities and acquiring fundamental
user capabilities. Proficiency in essential skills encompassed
adept navigation within the software, as well as the ability to
activate and deactivate the display panels and engage with the
content presented on them. The evaluators assessed the mas-
tery of proficient software utilization. Participants were tasked
with studying materials related to astronomy and completing
questionnaires in either a 2D environment hosted on Google
Sites or a 3D environment using the MaxWhere desktop VR
platform. Despite using identical study materials and question-
naires in both settings, they were presented differently: linearly
in the 2D interface and spatially in the 3D VR environment as
shown in Figure 1. The questionnaires that were specifically
designed to align with each of the subtopics were composed
of a series of true-or-false questions, a set of multiple-choice
questions, as well as a collection of questions that necessi-
tated brief responses typically consisting of only one or two
words. The task was a reading comprehension exercise which
is very common in education and also in work scenarios,
where participants found all the necessary information in
the digital materials placed around the questionnaires. These
materials were essential for answering the questions posed in
the questionnaires. One example of the true-or-false question
type: ”Black holes can be observed through their gravitational
effects on the surrounding gas, dust, and stars. True or False?”
- The participants were asked to find the information around

the questionnaire in on of the related digital contents and mark
in the questionnaire the right answer.

The theme of all questionnaires revolved around astronomy.
The four subthemes of the questionnaires were (“Universe”,
“Planets”, “Satellites” and “Space Research”). We chose this
topic because none of the participants were experts in the field,
ensuring that they approached the tasks with similar levels of
knowledge. This prevented any significant disparities in results
caused by someone being highly knowledgeable in certain
areas and potentially skewing the measurement outcomes.

Fig. 1. This Figure illustrates through an example that the same digital content
and questionnaires appeared for participants in both the 2D and 3D scenarios.
The difference was visibly apparent in the layout mode.

C. Technical background

We used an HP Omen 15 laptop for conducting the research,
which had the following specifications:
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The device used for Eye Tracking measurements was an
EyeTribe eye tracker along with OGAMA (Open Gaze and
Mouse Analyzer) Version 5.1 software. Since the VR software
used for the measurement was a desktop VR application, it did
not require the use of extra peripherals (such as an HMD).
The eye-tracker was positioned at the bottom of the screen
at an appropriate angle, ensuring accurate and consistent data
collection for each individual.

D. Experimental environment design

When designing the virtual environment, special attention
was paid to incorporating the experiences gained from pre-
vious research into the 3D virtual space created for this
measurement. Ensuring dynamic interaction with the content
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of the educational materials, similar to placing documents on
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Fig. 2. Descriptive statistics of the fixation duration mean between the two
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Fig. 3. Fixation duration mean differences between the 3D VR and the 2D
group.

Fig. 4. Subjective user feedbacks - Comparative difficulty and performance
in 2D vs. 3D virtual learning environment.

by the Planets section with a score of 3.75 (SD: 1.42), and
the Space Research section was the easiest at 3.33 points (SD:
2.01). Conversely, participants navigating the 2D website rated
the Satellites section as the most difficult, scoring an average
of 3.66 (SD: 1.63), followed by Planets at 3.5 (SD: 1.22),
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Fig. 5. Interaction routes and overview point examples.

Based on the analysis of screen recordings, a prevalent inter-
action patterns (Figure 5.) observed among the participants in
the 3D measurement was what we refer to as the ”overview
mode”. The red marks in Figure 5. indicate some examples
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learning outcomes and more effective performance compared
to the more static and linear presentation of materials in the
2D environment.

The experiment was designed with several key objectives
structured around both quantitative and qualitative assess-
ments:

Objective Performance Metrics, This includes quantifiable
data such as:

• The total number of correct answers participants pro-
vided.

• The amount of time participants spent completing the
questionnaires.

Subjective Assessment: This assessment was based on the
participants’ personal evaluations of:

• The difficulty level of the questionnaires.
• Interaction Patterns in a 3D Environment: The study

also examined how participants interacted within a three-
dimensional (3D) environment, focusing on specific be-
haviours and engagement methods.

V. RESEARCH RESULTS

A Mann-Whitney U test was used to compare the scores
of the 3D Group (Mdn = 614.07) and the 2D Group (Mdn =
317.16) (descriptive statistic in Fig. 1) on the fixation duration
mean. The Mann-Whitney U statistic was U = 55, indicating
a significant difference between the two groups (p = 0.012)
(Fig. 2).

Fig. 2. Descriptive statistics of the fixation duration mean between the two
measured groups.

We conducted an independent samples t-test to assess the
differences between 2D and 3D environments across various
thematic sections. Each analysis was preceded by a Levene
Test for Equality of Variances, confirming homogeneity in
variances across comparisons. The results indicated no sig-
nificant differences between the groups, except in the time
required to complete the satellite-themed questionnaire. Par-
ticipants in the 3D environment completed this task noticeably
quicker (units of measure were minutes), showing a significant
difference (t(14) = 3.38, p < 0.05).

In the 3D virtual space, participants found the sections
on Satellites and the Universe the most challenging, with an
average score of 4.25 out of 7 (SD: 1.6). This was followed

Fig. 3. Fixation duration mean differences between the 3D VR and the 2D
group.

Fig. 4. Subjective user feedbacks - Comparative difficulty and performance
in 2D vs. 3D virtual learning environment.

by the Planets section with a score of 3.75 (SD: 1.42), and
the Space Research section was the easiest at 3.33 points (SD:
2.01). Conversely, participants navigating the 2D website rated
the Satellites section as the most difficult, scoring an average
of 3.66 (SD: 1.63), followed by Planets at 3.5 (SD: 1.22),
Space Research at 3.16 (SD: 1.94), and the Universe section
as the easiest with a mean score of 3 (SD: 1.095). Fig 3. shows
the research results connecting to these user feedbacks.

Fig. 5. Interaction routes and overview point examples.

Based on the analysis of screen recordings, a prevalent inter-
action patterns (Figure 5.) observed among the participants in
the 3D measurement was what we refer to as the ”overview
mode”. The red marks in Figure 5. indicate some examples
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Fig. 6. Design recommendations for workflow-oriented desktop VR spaces.

of the overview points and the yellow paths represent the
interaction pathways throughout the space, that we identified
based on the video analyses. In this mode, users sought a
position for each block where all materials related to the
block were well-visible and comprehensible. Additionally, an
alternating pattern was also evident, similar to displaying
parallel windows in 2D. In this case, users held two or more
windows in a single view and toggled between active windows
with clicks to perform tasks, thus saving time, navigation
efforts, and energy.

VI. DISCUSSION

The longer one needs to focus on a particular area, the
greater the mental effort required for the user to complete the
task or other common activity. In the presented measurement,
the mean fixation duration of individuals participating in 2D
and 3D measurements was observed. Upon analysis, we found
that the mean fixation duration of individuals solving tasks
in the 3D VR space was significantly lower than the control
group working on the traditional 2D homepage. At the end
of each questionnaire, participants were asked to rate the
difficulty of the task block on a Likert scale, and at the end
of the measurement, a closing questionnaire was administered
asking which questionnaire they found most challenging. The
questionnaires revealed that although individuals solving VR
tasks rated each block slightly more difficult than the control
group solving tasks in 2D, there was no significant difference
in correctness of the answers and in completion time between
the two groups. Furthermore, the mean fixation duration did
not support this subjective evaluation; in fact, it indicated the
opposite. At the beginning of the measurement, all users were
familiar with the use and basic functioning of the 3D software.
However, it became clear during the survey and evaluation of
the results that due to the layout and design of the space, there
was a need for precise navigation between individual blocks

in the virtual space, and they were not able to find only a few
preference points to see through the whole space, which could
negatively affect the user experience. Additionally, observing
the users’ movements in the space, it is evident that the size
and placement of the displays holding digital content in the
3D space also require reconsideration in the future. Although
the questionnaires were always centrally located with the
necessary content around them, the size and placement varied
within the blocks. It would be advisable in the future to
restructure these elements so that users are assisted by similar
layouts during task completion. For example, videos, PDFs,
etc., could be located in the same position in each block and
of similar size.

Furthermore, a recurring pattern was that users treated the
images containing the titles of blocks as content rather than
labels. Therefore, another suggestion for future design is to
fully separate the titles/content elements of the content blocks
to prevent users from attempting interaction with them and
to serve solely as information. Interpreting the results and
analyzing user behavior suggests that further optimization and
modification of the designed 3D virtual space are necessary
to maximize the user experience. To achieve this, we propose
the following guidelines.

VII. DESIGNING THE FUTURE: GUIDELINES FOR VR
DEVELOPMENT

In virtual environments, user experience hinges on control
and presence, crucial elements highlighted by research [32]–
[34]. Users’ ability to exercise agency in virtual spaces mirrors
their actions in the real world, fostering engagement and a
sense of security [35], [36]. Active participation and control
not only enhance user engagement but also significantly con-
tribute to improved information retention [37], [38]. While
tactile feedback in virtual reality may not fully replicate real-
world sensations, strategic implementations such as haptic
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feedback through controllers or gloves aim to enrich the im-
mersive experience [43]. Similarly, auditory cues complement
visual elements, aiding users in understanding actions and
enhancing their sense of presence [44], [45].

Consistency in design is paramount across various viewing
angles and orientations in virtual environments to ensure a
seamless user interaction [46], [47].

In previous research within the field of CogInfoCom an
cVR, studies [24], [48] have identified key preference points
in desktop VR workspaces. In addition, the current study’s
finding of a significantly shorter fixation duration time in
3D VR underlines the importance of spatial instructions and
visual signals in navigating virtual environments. This sug-
gests immersive experiences are more effective than extensive
textual guidance [49], [50] in enhancing user commitment.
Furthermore, incorporating familiar design elements into these
spaces not only increases user comfort but also facilitates task
completion [51], [52] [50], [51].

Based on the results of this study on interaction patterns
and previous research results of the author regarding the
workflow oriented VR spaces, we conclude that effective
grouping and clustering of content are essential in virtual
workspaces to enhance user experience and effectiveness [24],
[48]. Circular arrangements of content groups support holistic
overview modes, aiding task monitoring and navigation [24],
[53]. Considering the size of virtual spaces is vital to prevent
cognitive overload and time loss, with predefined spatial
elements facilitating user preferences and customization [53].

Content types, including PDFs, images, presentations,
videos, and web content, serve varying roles in virtual envi-
ronments. Users tend to display PDFs on monitors and videos
on projector screens, with display orientation impacting user
preference, favoring vertical or slightly inclined displays [53].
Introducing flexible display panels allows users to customize
layout, number, size, and relationships of placed content,
further enhancing user interaction and customization [53].

Summarizing the main findings above, Figure 6. shows
the design recommendations of workflow-oriented VR spaces
based on the research results of the current study.

By adhering to these recommendations, VR designers can
create spaces that are not only immersive and engaging but
also intuitive and efficient for users, leveraging the unique
capabilities of VR while addressing its current limitations.

VIII. CONCLUSION

In conclusion, this study highlights the importance of find-
ing the right balance between providing relevant information
and managing potential distractions in 3D VR environments.
While the inclusion of detailed 3D animations and well-
organized content blocks can enhance immersion, it also
introduces complexities that may hinder user experience. De-
spite users’ feelings of increased difficulty, objective eye-
tracking data suggest that users navigate 3D VR environments
effectively, even in the presence of distractions.

Moving forward, further research is needed to refine strate-
gies for optimizing information presentation in 3D VR envi-
ronments, with a focus on improving user experience and task

performance. Simplifying design principles and prioritizing
intuitive navigation can help maximize efficiency and user
satisfaction in future 3D VR environments. This study under-
scores the importance of ongoing research and iterative design
processes to fully realize the potential of 3D VR technology
in the field of the design of digital workflow-oriented desktop
VR spaces.
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