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Abstract—This paper presents an examination of design prin-
ciples for 3D Virtual Reality (VR) environments, with a focus
on enhancing digital workflows. Employing objective data, the
study sets out to clarify the primary design considerations for
crafting effective 3D VR spaces. Through empirical research,
the authors conducted comparative analyses of task performance
within both classical 2D Windows and in 3D VR environmental
contexts, exploring users’ perceived difficulty levels alongside
eye-tracking data.. The findings reveal that, although 3D VR
environments rich in distracting elements and demanding high
navigational effort increase perceived task difficulty, these factors
do not negatively impact overall performance or task completion
time. Interestingly, eye-fixation duration results indicate that
visual fixation in 3D VR falls within expected norms, whereas
in 2D scenarios, fixation rates are significantly higher, more
than doubling those observed in 3D settings. Drawing on these
insights, the paper supports the design of 3D VR spaces that are
simpler and intuitive, necessitating minimal navigation, thereby
optimizing task performance efficiency.

Index Terms—virtual reality, desktop VR, virtual space design

I. INTRODUCTION

Ergonomic considerations in Virtual Reality (VR) are cru-
cial for ensuring a comfortable, safe, and engaging user
experience and supporting performance efficiency. These con-
siderations primarily address the physical interaction between
the user and the VR environment to minimize discomfort and
potential health risks. A large volume of scientific studies
support the idea that user experience (UX) design is crucial,
as good UX design has been shown to enhance engagement
and motivation, and can help maintain user attention for longer
durations compared to traditional 2D interfaces [1]–[3]. These
effects also extend to 3D spaces, as they allow users to
create, visualize, and recall information in visually appeal-
ing and persuasive learning environments [4], [5]. Desktop
VR combines elements of traditional computer use with the
immersive qualities of VR, making it essential to consider
both digital ergonomics and the unique demands of a 3D
virtual environment. In today’s digital interface design, which
is connected to task performance and knowledge acquisition, it
is advisable to take into account research results based on eye-
tracking technology measurements. These studies have found
correlations between fixation numbers and task difficulty, and
fixation durations might be influenced by underlying affective
processes that contribute to learning. [6]–[9].
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The UI should be intuitive and easy to navigate. One
primary consideration in designing spatial elements is to take
into account human spatial perceptions. Accordingly, it is
recommended to design virtual spaces as open areas or, in the
case of closed spaces, with high ceilings [10]. Good quality
audio that is synchronized with the visual elements of the VR
environment can enhance the experience without causing au-
ditory strain. Text and icons need to be large and clear enough
to be easily readable. Interaction methods should be natural
[11] and not require excessive or uncomfortable movements
or complicated workflows. The ability for users to customize
their VR experience (like adjusting sensitivity settings, UI
elements, etc.) can greatly improve comfort and accessibility
for a wide range of users. In this study, drawing from our
research results, we aim to establish design guidelines aimed
at enhancing user productivity and working effectiveness and
contributing to the advancement of desktop VR environments.
The structure of the paper is organized as follows: In the
second section, the Definition and Metrics are presented.
This section introduces key concepts, definitions, and the
metrics used to evaluate virtual reality environments. The next
section is the intersection of Cognitive Infocommunications
(CogInfoCom) [12], [13] and cognitive aspects of VR (cVR)
[14] technologies, presenting relevant research findings. The
Research Context sets the background for understanding the
framework of this study. Then, the authors present the main
finding of the study including data analysis, interpretations,
and the implications of research within the VR domain. The
session Discussion critically examines the research results,
discussing their significance, the limitations encountered, and
how they relate to existing literature. Based on this research,
the authors propose actionable recommendations for design-
ing immersive and user-friendly VR environments to support
performance efficiency. The paper concludes by summarizing
the key findings, their implications for the field of VR, and
suggesting directions for future research.

II. DEFINITION AND METRICS

The objective of this chapter is to define essential ter-
minology, providing clarity and ensuring a comprehensive
understanding of the terms employed throughout the paper.
Several of the key definitions presented herein have their
origins in prior publications by the authors. However, it is
imperative to emphasize that their application within this
context is entirely novel and original.
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A. Digital workflow—DW

[15] Digital workflows determine the order in which
individual digital elements are to be accessed or processed
during the course of a digital project. We distinguish among
the following types of digital workflows:

1) 1st order (linear): The digital elements are to be ac-
cessed in a static and sequential order, one after the other.

2) 2nd order (loopy): There are loops in the order in which
the digital elements are to be accessed, so that individual
elements, or smaller sequences thereof, are to be accessed
repetitively. Such loops can be characterized by length and
number of repetitions.

3) 3rd order (networked): Digital elements accessed during
the project are structured as hierarchical loops, so that the
project may contain subprojects of subprojects, and/or the
ordering of digital elements may be different upon different
repetitions of the loops.

4) 4th order (algorithmic): It is possible that the project
contains branches, so that different digital elements are ac-
cessed dynamically in an order that depends on information
obtained during the project.

B. Digital Guidance—DG

[15] Digital guidance is taken to mean a process that
unambiguously drives the user’s attention during the digital
workflow and thus reduces (partially, or to 0) the time required
for searching for and finding the relevant digital content. It is
possible to distinguish among three forms of digital guidance
as follows:

1) none: no guidance is applicable, or the representation of
the digital content doesn’t involve embedded digital elements
(instead, the elements are provided through separate lists).

2) sequential (DG-S): The digital elements are traversed in
sequential order. It is thus possible to jump from one element
to the next in the context of a digital workflow.

3) random access (DG-R - event/dynamic focus-driven):
One can switch between sequences of digital elements, and
thus follow non-static sequences (for example, in the case of
DWs of the 4th order).

C. Information Availability—IA

[11] This indicates what percentage of the information
(digital content) needed to execute a workflow is available
in the digital work environment when executing up to 1
Navigation Based elementary Operation.

Remark: e.g., 100 percent, if all the information required to
execute the workflow is available and can be accessed by a
navigation operation.

D. Information Access Cost—IAC

[11] The weighted sum of the time spent accessing infor-
mation for each type of operation, where the weights are the
number of elementary operations corresponding to that type
of operation.

IAC =
n∑

i=1

Oi ∗ ti (1)

Remark: this metric is high even when complex operations
are performed in the same amount of time and when simple
operations are performed for a long time. This includes the
complexity of the operation and the user’s ability.

E. Information Validity—IV

[11] This indicates the percentage of the information
presented in the digital work environment that is directly
required for task execution.

IV = Number of Valid Information Units/Summa necessary
information units number.

F. Personalized Workflow Order Ability—PWO

[11] This is an indicator of the facility of the digital work
environment to provide users with the ability to arrange digital
content in their own way. The value is 0 if the option is not
provided, 1 if the users can set the layout themselves, and 2
if the optimal layout is automated with AI support.

G. Personalized Information Overview—PIO

Indicates the ability of the digital work environment to
provide users with the ability to set personalized information
overview. The value is 0 if the option is not given, 1 if the
users can set the layout themselves, and 2 if it is automated
with AI support.

H. Preference point

Preference points in the virtual space that users were more
likely to visit in order to find the spots that best allowed them
to oversee the space and solve their tasks.

I. Content arrangement types

Patterns with which users preferred to arrange the content
1) Content: content types that had a similar subject matter

were most likely to be arranged in clusters, in close proximity
to each other.

2) Type: similar content types were most likely to be
arranged in clusters, close to each other.

3) Mixed: primal organizing principle is the content, but
within the same area, the secondary organizing principle is
the type.

III. ANTECEDENT RESEARCHES BY COGINFOCOM AND
CVR

CogInfoCom stands at the intersection of infocommuni-
cations and cognitive sciences, striving to enhance the co-
evolution and interplay between human cognition and digital
technology. This interdisciplinary field is dedicated to elevat-
ing human efficiency in digital workspaces and refining work
processes through innovative IT solutions. It delves into the
mutual evolution of infocommunication devices and human
cognitive functions, aiming to optimize interaction within
digital environments [12], [13], [16].

cVR, on the other hand, delves into the expansion of
human cognitive abilities through the utilization of various
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technologies within a three-dimensional spatial framework.
Here, VR systems, as advanced infocommunication devices,
play a pivotal role. They revolutionize information organi-
zation and management, allowing for spatial categorization
and prioritization of data according to its significance in the
workflow. VR’s capacity for collaborative use and integration
of other technological advancements further underscores its
value in this domain [14].

CogInfoCom and the cVR field are extensively researched
scientific domains, showcasing significant advancements such
as the development and enhancement of the three-dimensional
virtual library model [17], [18]. This model opens up new
possibilities in digital information architecture. The fields also
delve into ’mathability,’ which investigates the synergy of
artificial and natural cognitive abilities in mathematics [19],
[20]. Furthermore, they are at the forefront of pioneering new
educational methodologies, or foreign language education and
linguistics [21], and are actively exploring learning challenges
and emerging opportunities in the rehabilitation of autistic
children [22], underlining their expansive and dynamic nature.

Moving to the connection with UI design, VR systems
herald a paradigm shift from conventional command-based
interactions to dynamic, user-centric interfaces. This shift
necessitates a deep understanding of human behaviour within
these virtual environments, provided by cognitive science. The
inherent properties of VR, coupled with insights into human
cognition, pave the way for more sophisticated and efficient
virtual workspaces compared to traditional 2D interfaces. The
introduction of a third dimension not only facilitates more
organized information management but also resonates with
the innate spatial understanding of human users. This spatial
familiarity, along with the use of metaphors, contributes to a
robust comprehension of tasks and data. Consequently, desktop
VR systems enable collective visualization and observation,
fostering an environment conducive to the sharing of knowl-
edge and information [23].

VR brings new challenges and opportunities in the context
of UI and information management. While traditional Win-
dows interfaces offer users a familiar, structured environment
controlled by mouse and keyboard, VR is a digital interface
that provides interaction in a much more immersive spatial
environment and operates according to a completely different
paradigm. In recent years, several publications in the field of
CogInfoCom and cVR have presented research results related
to VR design. Of these, the relevant results for this study are:

Virtual Reality (VR) introduces a dynamic array of chal-
lenges and possibilities within the realms of User Interface
(UI) design and information management. Contrasting the
conventional, well-known setup of Windows interfaces, which
users navigate via keyboard and mouse, VR offers a novel and
immersive spatial interface operating under a fundamentally
different paradigm. Recent years have seen a surge in scholarly
work within Cognitive Infocommunications (CogInfoCom)
and Cognitive Aspects of Virtual Reality (cVR), contributing
significant insights into VR design.

Experimental research has shown that preference points and
attentional focus points can be found in 3D virtual reality
spaces. In three-dimensional virtual reality settings, users tend

to concentrate more and spend additional time at certain points
of interest, which helps them navigate and complete assigned
tasks [24]. Moreover, using virtual reality interfaces has been
linked to improved recall of the process involved in organizing
three-dimensional objects in a given space [25], [26], and
also enhances the retention of information distributed across
a space [25]. Cannavò and colleagues suggest that automating
the conversion from two-dimensional to three-dimensional
formats can significantly enrich the user experience in virtual
reality workspaces, making it more engaging and productive
[27].

Berki and associates conducted a study comparing how
well users remember images shown in a three-dimensional
virtual reality setting as opposed to a two-dimensional website.
They discovered that the virtual reality environment was more
effective in aiding memory recall [28], [29]. In a similar vein,
it was observed that desktop virtual reality systems outperform
traditional two-dimensional browsers in memory retention of
additional information [30].

In previous research conducted by one of the contributors
to this study, the effectiveness of personalization based on
learning styles in three-dimensional desktop virtual reality
was examined. The findings from that research revealed that
when the instructional content was tailored to their individual
learning styles, users achieved scores that were 20 percent
higher, along with an 8–10 percent improvement in response
times in subsequent assessments [31]. This customization of
the learning environment demonstrated a significant impact
on user behaviour and performance in the 3D virtual reality
context.

These studies collectively indicate that virtual reality tech-
nology may play a crucial role in reducing the mental effort
required for spatial memory and in improving performance
in tasks that involve spatial orientation, particularly those that
involve navigating through a vast array of digital documents.

In virtual spaces, the creation of a sense of presence is of
utmost importance, and it is equally crucial to bestow upon
the user a feeling of control [32]–[34]. This serves several
purposes. Firstly, in reality, individuals have control over their
own bodies, primarily altering their positions, orientations, and
perceptions of their environment [35], [36]. This agency must
be replicated within virtual worlds to ensure the user’s sense of
security. Additionally, research has shown that active participa-
tion and control over one’s environment lead to better retention
of events and information [37], [38]. Thus, providing users
with the ability to actively shape their virtual surroundings
enhances their sense of control.

The concept of control is closely tied to perception, which,
in the real world, flows through various modalities such as
visual, auditory, and haptic channels. These modalities aid in
navigation, information processing, storage, and even survival
[39]. In the realm of virtual reality, almost all these modalities
can be simulated. However, haptic feedback remains less
developed in desktop VR, lagging behind the tactile sensations
provided by controllers, gloves, and similar devices. Addi-
tionally, replicating olfaction, the sense of smell is currently
a limitation in virtual technology. Nevertheless, groundwork
has been laid to address these challenges and further enhance
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sensory immersion in virtual environments [40]–[42].

IV. RESEARCH BACKGROUND

A. Subjects

A total of 21 participants were divided into two groups for
each condition, and no specific qualifications or expectations
were considered when selecting participants. For the 3D VR
measurement, 14 participants initially took part, but due to
technical issues and breaks in data collection, the results from
nine subjects (three women and six men, aged between 17–55
years, with a mean age of 32.5 years) will be published
in the analysis. The 2D environment study involved seven
participants (four women and three men, aged between 25–33
years, with a mean age of 27.83 years). All participants were
Hungarian native speakers, volunteering for the experiment
with informed consent obtained in advance. The research was
conducted under institutional endorsement ensuring ethical
compliance and data privacy.

B. Procedure

This study explores some of the cognitive capabilities
of users in desktop VR environments by comparing spatial
behaviours, performance, and subjective experiences between
traditional 2D interfaces and immersive 3D VR settings. At the
initiation of the session, participants engaged in the prescribed
task within three dimensions were requested to demonstrate
their familiarity with the MaxWhere software and provide
an estimation of the time they had allocated to using the
application. Those participants who lacked prior knowledge of
the software practised for around 30 minutes in acquainting
themselves with its functionalities and acquiring fundamental
user capabilities. Proficiency in essential skills encompassed
adept navigation within the software, as well as the ability to
activate and deactivate the display panels and engage with the
content presented on them. The evaluators assessed the mas-
tery of proficient software utilization. Participants were tasked
with studying materials related to astronomy and completing
questionnaires in either a 2D environment hosted on Google
Sites or a 3D environment using the MaxWhere desktop VR
platform. Despite using identical study materials and question-
naires in both settings, they were presented differently: linearly
in the 2D interface and spatially in the 3D VR environment as
shown in Figure 1. The questionnaires that were specifically
designed to align with each of the subtopics were composed
of a series of true-or-false questions, a set of multiple-choice
questions, as well as a collection of questions that necessi-
tated brief responses typically consisting of only one or two
words. The task was a reading comprehension exercise which
is very common in education and also in work scenarios,
where participants found all the necessary information in
the digital materials placed around the questionnaires. These
materials were essential for answering the questions posed in
the questionnaires. One example of the true-or-false question
type: ”Black holes can be observed through their gravitational
effects on the surrounding gas, dust, and stars. True or False?”
- The participants were asked to find the information around

the questionnaire in on of the related digital contents and mark
in the questionnaire the right answer.

The theme of all questionnaires revolved around astronomy.
The four subthemes of the questionnaires were (“Universe”,
“Planets”, “Satellites” and “Space Research”). We chose this
topic because none of the participants were experts in the field,
ensuring that they approached the tasks with similar levels of
knowledge. This prevented any significant disparities in results
caused by someone being highly knowledgeable in certain
areas and potentially skewing the measurement outcomes.

Fig. 1. This Figure illustrates through an example that the same digital content
and questionnaires appeared for participants in both the 2D and 3D scenarios.
The difference was visibly apparent in the layout mode.

C. Technical background

We used an HP Omen 15 laptop for conducting the research,
which had the following specifications:

• AMD Ryzen™ 7 5800H processor
• NVIDIA® GeForce RTX™ 3060 graphics card
• 15.6-inch screen
• 16 GB RAM
• 512 GB SSD

The device used for Eye Tracking measurements was an
EyeTribe eye tracker along with OGAMA (Open Gaze and
Mouse Analyzer) Version 5.1 software. Since the VR software
used for the measurement was a desktop VR application, it did
not require the use of extra peripherals (such as an HMD).
The eye-tracker was positioned at the bottom of the screen
at an appropriate angle, ensuring accurate and consistent data
collection for each individual.

D. Experimental environment design

When designing the virtual environment, special attention
was paid to incorporating the experiences gained from pre-
vious research into the 3D virtual space created for this
measurement. Ensuring dynamic interaction with the content
was an important consideration because we assumed that such
a setup would better meet the demand for a holistic overview
of the educational materials, similar to placing documents on
a physical desk. This could potentially lead to more effective
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tated brief responses typically consisting of only one or two
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is very common in education and also in work scenarios,
where participants found all the necessary information in
the digital materials placed around the questionnaires. These
materials were essential for answering the questions posed in
the questionnaires. One example of the true-or-false question
type: ”Black holes can be observed through their gravitational
effects on the surrounding gas, dust, and stars. True or False?”
- The participants were asked to find the information around

the questionnaire in on of the related digital contents and mark
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The theme of all questionnaires revolved around astronomy.
The four subthemes of the questionnaires were (“Universe”,
“Planets”, “Satellites” and “Space Research”). We chose this
topic because none of the participants were experts in the field,
ensuring that they approached the tasks with similar levels of
knowledge. This prevented any significant disparities in results
caused by someone being highly knowledgeable in certain
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data such as:
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vided.

• The amount of time participants spent completing the
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participants’ personal evaluations of:
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• Interaction Patterns in a 3D Environment: The study
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haviours and engagement methods.

V. RESEARCH RESULTS

A Mann-Whitney U test was used to compare the scores
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317.16) (descriptive statistic in Fig. 1) on the fixation duration
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Fig. 2. Descriptive statistics of the fixation duration mean between the two
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We conducted an independent samples t-test to assess the
differences between 2D and 3D environments across various
thematic sections. Each analysis was preceded by a Levene
Test for Equality of Variances, confirming homogeneity in
variances across comparisons. The results indicated no sig-
nificant differences between the groups, except in the time
required to complete the satellite-themed questionnaire. Par-
ticipants in the 3D environment completed this task noticeably
quicker (units of measure were minutes), showing a significant
difference (t(14) = 3.38, p < 0.05).

In the 3D virtual space, participants found the sections
on Satellites and the Universe the most challenging, with an
average score of 4.25 out of 7 (SD: 1.6). This was followed

Fig. 3. Fixation duration mean differences between the 3D VR and the 2D
group.

Fig. 4. Subjective user feedbacks - Comparative difficulty and performance
in 2D vs. 3D virtual learning environment.

by the Planets section with a score of 3.75 (SD: 1.42), and
the Space Research section was the easiest at 3.33 points (SD:
2.01). Conversely, participants navigating the 2D website rated
the Satellites section as the most difficult, scoring an average
of 3.66 (SD: 1.63), followed by Planets at 3.5 (SD: 1.22),
Space Research at 3.16 (SD: 1.94), and the Universe section
as the easiest with a mean score of 3 (SD: 1.095). Fig 3. shows
the research results connecting to these user feedbacks.

Fig. 5. Interaction routes and overview point examples.

Based on the analysis of screen recordings, a prevalent inter-
action patterns (Figure 5.) observed among the participants in
the 3D measurement was what we refer to as the ”overview
mode”. The red marks in Figure 5. indicate some examples
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learning outcomes and more effective performance compared
to the more static and linear presentation of materials in the
2D environment.

The experiment was designed with several key objectives
structured around both quantitative and qualitative assess-
ments:

Objective Performance Metrics, This includes quantifiable
data such as:

• The total number of correct answers participants pro-
vided.

• The amount of time participants spent completing the
questionnaires.

Subjective Assessment: This assessment was based on the
participants’ personal evaluations of:

• The difficulty level of the questionnaires.
• Interaction Patterns in a 3D Environment: The study

also examined how participants interacted within a three-
dimensional (3D) environment, focusing on specific be-
haviours and engagement methods.

V. RESEARCH RESULTS

A Mann-Whitney U test was used to compare the scores
of the 3D Group (Mdn = 614.07) and the 2D Group (Mdn =
317.16) (descriptive statistic in Fig. 1) on the fixation duration
mean. The Mann-Whitney U statistic was U = 55, indicating
a significant difference between the two groups (p = 0.012)
(Fig. 2).

Fig. 2. Descriptive statistics of the fixation duration mean between the two
measured groups.

We conducted an independent samples t-test to assess the
differences between 2D and 3D environments across various
thematic sections. Each analysis was preceded by a Levene
Test for Equality of Variances, confirming homogeneity in
variances across comparisons. The results indicated no sig-
nificant differences between the groups, except in the time
required to complete the satellite-themed questionnaire. Par-
ticipants in the 3D environment completed this task noticeably
quicker (units of measure were minutes), showing a significant
difference (t(14) = 3.38, p < 0.05).

In the 3D virtual space, participants found the sections
on Satellites and the Universe the most challenging, with an
average score of 4.25 out of 7 (SD: 1.6). This was followed

Fig. 3. Fixation duration mean differences between the 3D VR and the 2D
group.

Fig. 4. Subjective user feedbacks - Comparative difficulty and performance
in 2D vs. 3D virtual learning environment.

by the Planets section with a score of 3.75 (SD: 1.42), and
the Space Research section was the easiest at 3.33 points (SD:
2.01). Conversely, participants navigating the 2D website rated
the Satellites section as the most difficult, scoring an average
of 3.66 (SD: 1.63), followed by Planets at 3.5 (SD: 1.22),
Space Research at 3.16 (SD: 1.94), and the Universe section
as the easiest with a mean score of 3 (SD: 1.095). Fig 3. shows
the research results connecting to these user feedbacks.
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Fig. 6. Design recommendations for workflow-oriented desktop VR spaces.

of the overview points and the yellow paths represent the
interaction pathways throughout the space, that we identified
based on the video analyses. In this mode, users sought a
position for each block where all materials related to the
block were well-visible and comprehensible. Additionally, an
alternating pattern was also evident, similar to displaying
parallel windows in 2D. In this case, users held two or more
windows in a single view and toggled between active windows
with clicks to perform tasks, thus saving time, navigation
efforts, and energy.

VI. DISCUSSION

The longer one needs to focus on a particular area, the
greater the mental effort required for the user to complete the
task or other common activity. In the presented measurement,
the mean fixation duration of individuals participating in 2D
and 3D measurements was observed. Upon analysis, we found
that the mean fixation duration of individuals solving tasks
in the 3D VR space was significantly lower than the control
group working on the traditional 2D homepage. At the end
of each questionnaire, participants were asked to rate the
difficulty of the task block on a Likert scale, and at the end
of the measurement, a closing questionnaire was administered
asking which questionnaire they found most challenging. The
questionnaires revealed that although individuals solving VR
tasks rated each block slightly more difficult than the control
group solving tasks in 2D, there was no significant difference
in correctness of the answers and in completion time between
the two groups. Furthermore, the mean fixation duration did
not support this subjective evaluation; in fact, it indicated the
opposite. At the beginning of the measurement, all users were
familiar with the use and basic functioning of the 3D software.
However, it became clear during the survey and evaluation of
the results that due to the layout and design of the space, there
was a need for precise navigation between individual blocks

in the virtual space, and they were not able to find only a few
preference points to see through the whole space, which could
negatively affect the user experience. Additionally, observing
the users’ movements in the space, it is evident that the size
and placement of the displays holding digital content in the
3D space also require reconsideration in the future. Although
the questionnaires were always centrally located with the
necessary content around them, the size and placement varied
within the blocks. It would be advisable in the future to
restructure these elements so that users are assisted by similar
layouts during task completion. For example, videos, PDFs,
etc., could be located in the same position in each block and
of similar size.

Furthermore, a recurring pattern was that users treated the
images containing the titles of blocks as content rather than
labels. Therefore, another suggestion for future design is to
fully separate the titles/content elements of the content blocks
to prevent users from attempting interaction with them and
to serve solely as information. Interpreting the results and
analyzing user behavior suggests that further optimization and
modification of the designed 3D virtual space are necessary
to maximize the user experience. To achieve this, we propose
the following guidelines.

VII. DESIGNING THE FUTURE: GUIDELINES FOR VR
DEVELOPMENT

In virtual environments, user experience hinges on control
and presence, crucial elements highlighted by research [32]–
[34]. Users’ ability to exercise agency in virtual spaces mirrors
their actions in the real world, fostering engagement and a
sense of security [35], [36]. Active participation and control
not only enhance user engagement but also significantly con-
tribute to improved information retention [37], [38]. While
tactile feedback in virtual reality may not fully replicate real-
world sensations, strategic implementations such as haptic
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feedback through controllers or gloves aim to enrich the im-
mersive experience [43]. Similarly, auditory cues complement
visual elements, aiding users in understanding actions and
enhancing their sense of presence [44], [45].

Consistency in design is paramount across various viewing
angles and orientations in virtual environments to ensure a
seamless user interaction [46], [47].

In previous research within the field of CogInfoCom an
cVR, studies [24], [48] have identified key preference points
in desktop VR workspaces. In addition, the current study’s
finding of a significantly shorter fixation duration time in
3D VR underlines the importance of spatial instructions and
visual signals in navigating virtual environments. This sug-
gests immersive experiences are more effective than extensive
textual guidance [49], [50] in enhancing user commitment.
Furthermore, incorporating familiar design elements into these
spaces not only increases user comfort but also facilitates task
completion [51], [52] [50], [51].

Based on the results of this study on interaction patterns
and previous research results of the author regarding the
workflow oriented VR spaces, we conclude that effective
grouping and clustering of content are essential in virtual
workspaces to enhance user experience and effectiveness [24],
[48]. Circular arrangements of content groups support holistic
overview modes, aiding task monitoring and navigation [24],
[53]. Considering the size of virtual spaces is vital to prevent
cognitive overload and time loss, with predefined spatial
elements facilitating user preferences and customization [53].

Content types, including PDFs, images, presentations,
videos, and web content, serve varying roles in virtual envi-
ronments. Users tend to display PDFs on monitors and videos
on projector screens, with display orientation impacting user
preference, favoring vertical or slightly inclined displays [53].
Introducing flexible display panels allows users to customize
layout, number, size, and relationships of placed content,
further enhancing user interaction and customization [53].

Summarizing the main findings above, Figure 6. shows
the design recommendations of workflow-oriented VR spaces
based on the research results of the current study.

By adhering to these recommendations, VR designers can
create spaces that are not only immersive and engaging but
also intuitive and efficient for users, leveraging the unique
capabilities of VR while addressing its current limitations.

VIII. CONCLUSION

In conclusion, this study highlights the importance of find-
ing the right balance between providing relevant information
and managing potential distractions in 3D VR environments.
While the inclusion of detailed 3D animations and well-
organized content blocks can enhance immersion, it also
introduces complexities that may hinder user experience. De-
spite users’ feelings of increased difficulty, objective eye-
tracking data suggest that users navigate 3D VR environments
effectively, even in the presence of distractions.

Moving forward, further research is needed to refine strate-
gies for optimizing information presentation in 3D VR envi-
ronments, with a focus on improving user experience and task

performance. Simplifying design principles and prioritizing
intuitive navigation can help maximize efficiency and user
satisfaction in future 3D VR environments. This study under-
scores the importance of ongoing research and iterative design
processes to fully realize the potential of 3D VR technology
in the field of the design of digital workflow-oriented desktop
VR spaces.
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